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NeuroMat	
	Research,	Dissemina)on	and	Innova)on	

Center	for	NeuroMathema)cs	

•  FAPESP	research	center	
•  Established	August	2013	at	USP	
•  Mission:	to	integrate	mathema)cal	
modeling	and	neuroscience	

neuromat.numec.prp.usp.br	
www.facebook.com/neuromathema)cs	

hYps://github.com/neuromat	
	





NeuroMat	Structure	

•  Main	node:	USP	(São	Paulo)	
•  Ver)ces	in	departments	of	Mathema)cs,	
Sta)s)cs,	Computer	Science,	Physics,	Biology	
and	Neuroscience		

•  Countries:	Brazil	(8),	USA	(8),	Argen)na	(3),	
France	(3),	Italy	(3),	The	Netherlands	(3),	UK	
(1),	Uruguay	(1)	







NeuroMat:	RID	Center	

•  Research:	Development	of	new	mathema)cal	
tools	to	allow	improved	understanding	of	the	
brain	

•  Innova,on:	Development	of	free,	open	source	
computa)onal	tools	to	manage	and	compile	
experimental	and	clinical	data	

•  Dissemina,on:	Development	of	web	portals,	
open	mul)media	produc)ons	and	training	
projects	for	young	researchers	and	teachers	



NeuroMat	Main	Research	Goal	

To	construct	new	mathema)cal	models	which	

could	play	in	Neuroscience	the	same	clarifying	

role	that	Gibbs	models	played	in	the	Sta)s)cal	

Mechanics	deriva)on	of	Thermodynamics	

NeuroMat	Research	Project,	2013	



Neuromat	Research	Strategy	

•  To	achieve	the	main	research	goal	requires	the	
ini)al	development	of	two	founda)onal	aspects:	
– Development	of	a	new	class	of	stochas)c	
processes	

– Development	of	the	sta,s,cal	tools	required	by	
this	new	class	of	stochas)c	processes	



New	class	of	stochas)c	processes	

•  We	propose	a	new	paradigm	based	on	the	idea	
that	neuronal	ac)vity	must	be	described	as	a	
stochas,c	system	
– With	a	large	number	of	interac)ng	components	
– Whose	evolu)on	depends	on	the	history	of	the	
system	



Basic	features	of	these		
stochas)c	processes	

•  The	ac)vity	of	each	component	depends	on	the	
past	history	of	its	interac)ng	neighborhood	

•  Both	the	size	of	the	relevant	past	history	and	of	
the	interac)on	neighborhood	change	as	the	
process	evolves	



Double	)me	evolu)on	

•  Therefore,	there	is	a	double	)me	evolu)on	
– One	describing	the	changes	in	neuronal	ac)vity	
– And	another	one	describing	changes	in	the	graph	
of	interac)ons	among	components	



Sta)s)cal	tools	for	this	new	class	of	
stochas)c	processes		

•  Brain	ac)vity	is	underpinned	by	a	double	graph	
structure:	
– Physical	graphs	defined	by	connec)ons	between	
brain	regions	

– Func)onal	graphs	rela)ng	regions	recruited	for	
each	par)cular	ac)vity	

•  While	the	physical	graphs	can	be	directly	
observed,	func)onal	interac)ons	can	only	be	
inferred	from	data	



Inferring	func)onal	structures	
•  Tradi)onally	done	using	descrip,ve	sta)s)cal	
methods,	which	give	liYle	insight	on	the	mechanism	
underlying	the	dynamics	of	neural	ac)vity	

•  An	alterna)ve	to	the	descrip)ve	sta)s)cal	approach	
is	to	use	sta,s,cal	model	selec,on	

•  Sta)s)cal	model	selec)on	means:	to	assign	models	
to	samples	following	some	op)mality	criterion	

•  Inference	and	model	selec)on	within	this	framework	
requires	the	development	of	new	sta)s)cal	methods	



Developments	(2013-2015)	

•  For	an	overview	of	what	has	been	done	so	far	
see	the	2nd	report	of	ac)vi)es:	
–  neuromat.numec.prp.usp.br/relatorio/2015/relatorio.pdf	

•  And	the	two	NeuroMat	talks	in	this	workshop	
(no	spoilers	here)	



Stochas)c	model	for	systems	of	
interac)ng	neurons	



The	model	for	non-mathema)cians	

•  Vi(t): time dependent membrane potential of neuron i at time t for i = 1, …, N; 
•  t: discrete time given by integer multiples of constant step Δ small enough to 

exclude possibility of a neuron firing more than once during each step; 
•  Xi(t): number of times neuron i fired between t and t+1, namely 0 or 1; 
•  If neuron fires between t and t+1, its potential drops to Vrest by time t+1;  
•  wij: weight of synapse from neuron j to neuron i;  
•  µ: decay factor (in the interval [0, 1]) due to leakage during time step Δ; 
•  Xi(t) = 1 with probability Φ(Vi(t));  
•  Φ(V) is assumed to be monotonically increasing; 



Comments	
•  The	model	belongs	to	the	class	of	models	in	the	
Galves-Löcherbach	paper	with:	

•  gj(t − s) = µt−s−1 
• ϕi(V) = Φ(V) 
• Wjài = wij 

•  If	Φ(V) is a Heaviside function with threshold Vth, i.e. 
Φ(V) =	0 for V<Vth and	1	for	V>Vth,	the	model	is	
basically	a	discrete-)me	version	of	the	leaky	integrate-
and-fire	model	(LIF)	

•  Any	other	choice	of	Φ(V) gives	a	stochas)c	neuron	



Examples	of		
Piecewise	monomial	func)on	of	degree	r	

Ra)onal	func)on	

γ = 1; Vth = 0 NB.:	The	determinis)c	LIF	model	corresponds	
to	the	monomial	func)on	with	 			

Brochini	et	al.	(2016),	in	prepara)on	



Ques)ons	

•  A	central	ques)on	is	to	understand	whether	the	
ini)al	history	of	the	system	affects	its	long	term	
behavior.	Is	it	possible	to	theore)cally	predict	how	
the	system	will	behave	asympto)cally	in	)me?	

•  The	model	introduced	in	Galves	and	Löcherbach	
(2013)	has	as	one	of	its	components	a	graph	of	
interac)ons	between	regions	in	the	brain	in	several	
scales.	What	are	the	effects	of	the	features	that	
characterize	this	graph	at	different	scales	on	the	
dynamics	of	the	model?	



More	ques)ons	
•  The	behavior	of	the	stochas)c	model	depends	on	the	
parameters	of	the	Φ(V)	func)on	and	µ (leakage	
parameter).	These	parameters	can	be	used	to	model	
different	types	of	neurons.	What	are	the	effects	of	
heterogeneous	neuron	popula)ons	on	the	ac)vity	
paYerns	of	the	network?	

•  In	the	original	Galves	and	Löcherbach	paper	the	
synap)c	weights	wij	are	fixed.	What	are	the	effects	of	
introducing	)me-varying,	i.e.	plas)c,	synap)c	
weights	on	the	network	behavior?	



NeuroMat	and	computer	simula)on		

•  NeuroMat’s	main	focus	is	on	rigorous	analy)cal	
methods	to	model	the	brain	

•  An	outcome	of	this	has	been	the	development	of	
a	stochas)c	model	for	systems	of	interac)ng	
neurons	

•  In	parallel	with	formal	analyses	of	this	model,	
large-scale	computa,onal	implementa,ons	are	
also	needed	to	provide	tes)ng	plahorms	for	the	
models	being	developed				



Large-scale	models	
•  Anatomical	es)mates:	
– Probability	of	synap)c	contact	between	two	
cor)cal	neurons	within	1	mm:	p	≈	0.1	

– Mean	number	of	synapses	per	cor)cal	neuron:	
<k>	≈	104	

•  Then,	minimum	number	of	neurons	in	a	realis)c	
network:	N	≈	105		

•  This	implies	a	total	number	of	synapses	of:		
	Nsyn	≈	109		

•  These	figures	determine	the	minimum	size	of	a	
large-scale	cor)cal	model	(local	cor)cal	network)	

	



Mul)scale	Models	

•  A	hierarchy	of	large-scale	network	models:	
– Local	cor)cal	network	models;	
– Mesoscopic	cor)cal	network	models	(cor)cal	
areas);	

– Macroscopic	cor)cal	network	model	(brain	size)	
•  Models	will	be	built	based	on	available	connec)vity	
data	at	micro-,	meso-	and	macroscopic	scales	from	
various	experimental	techniques				



NeuroMat	HPC	
•  Dedicated	supercomputer	to	simula)on	of	
stochas)c	networks	of	spiking	neurons	

•  Loca)on:	Laboratory	of	Neural	Systems	(SisNe)	
USP	@	Ribeirão	Preto	

•  Current	configura)on:	
– 4	nodes	with	8	Intel	E5-2650	V3	processors	with	
10	cores	each	(128	GB	RAM	and	2TB	HD	per	node)	

– 1	node	with	2	Intel	E5-2650	V3	processors	(128	GB	
RAM	and	6TB	HD)	

– 1	NVDIA	Tesla	K40	GPU	



NeuroMat	HPC:	a	dedicated	
supercomputer	for	the	Brazilian	

neuroscience	community		
•  NeuroMat	aims	at	turning	its	HPC	center	into	an	
open	research	tool	for	the	Brazilian	neuroscience	
community	

•  Our	goal:	
– User-friendly	plahorms	for	simula)ons	and	numerical	
studies;	

– Unified	access	via	user	accounts	to	registered	members;	
– A	na)onal	hub	for	collabora)ve	research	work;	
– Workshops,	mee)ngs	and	courses	for	students	and	
researchers	

– Development	of	teaching	material	on	computa)onal	
neuroscience	

	



NeuroMat	and	other	brain	projects	

•  With	its	emphasis	on	mathema,cs,	NeuroMat	
presents	a	complementary	view	to	other	brain	
projects	approaches	

•  The	major	goals	of	other	brain	projects	have	been:	
– Development	and	applica)on	of	innova)ve	
technologies	

– Development	of	database	plahorms	to	bring	
together	different	types	of	experimental	data	

– Development	of	large-scale	computer	simula,ons	
of	biophysically	detailed	models	of	brain	circuits	


