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By integrating multiple constraints into a uni-
tary framework, however, we have been able to
obtain much better behaved solutions than
those obtained with any technique used by it-
self.  Model studies suggest that we may be
able to localize multiple cortical sources with
spatial resolution comparable to PET or func-
tional MRI while retaining a fine-grained pic-
ture of activity over time.

A LINEAR APPROACH TO THE IN-
VERSE PROBLEM

In the typical frequency range of neural
electric activity of less than a few hundred Hz,
the electric and magnetic fields of the brain can
be well accounted for by the quasi-static case of
Maxwell’s equations—that is, magnetic induc-
tion and capacitive effects are negligible (Nun-
ez, 1981).  As has been noted previously by nu-
merous authors, this results in a simple linear
relationship between the electric and magnetic
recordings, and the components of dipole mo-
ment at any location in the brain.  More precise-
ly, if we divide the brain volume into N/3 small
volume elements and approximate the local di-
pole moment within each volume element with
its decomposition onto three orthogonal com-
ponents, we get 

(1)

or in matrix form

(2)

where vi is the potential at the ith electrode rel-
ative to a point at infinity, and sj is the strength
of the jth dipole component. The ith row of the
E matrix specifies the lead field of the ith elec-
trode, i.e. how the potential at the ith electrode
varies with the strength of each dipole compo-
nent.  The sum in Equation 1 ranges over all
three dipole components of all volume ele-
ments.  Similarly, the jth column of E specifies
the gain vector for the jth dipole component, i.e.
how much the measurement at each electrode

vi eijsj
j

N

!=

v Es=

varies with the strength of the jth component.
The coefficients in E are in general complicat-
ed non-linear functions of the electrode loca-
tions, and the shape and electrical properties of
the head (see Appendix A).

For the magnetic recordings we have

(3)

or in matrix form

(4)

where mi is the component of the magnetic
field along the orientation of the ith magnetic
sensor.  The columns of the matrix B specify
the magnetic gain vector of each dipole compo-
nent.

Note that Equations 2 and 4 can be com-
bined into one equation expressing the linear
relationship between each dipole component
strength and the composite electric and mag-
netic recordings:

, where ,  (5)

More generally, if we assume some additive
noise at the sensors, we get, 

(6)

where n is a zero-mean random vector1.

Inverse Solution
The inverse problem can be stated as one

of  finding the distribution of dipole strength s
given recording data x.  Clearly, if the variance
of the noise is non-zero, there will exist no
well-defined solution to this problem.  Also,
since the rank of A is always less than or equal
to the number of sensors, there will exist infi-
nitely many indistinguishable solutions when-
ever the number of unknowns (dipole compo-
nents), exceeds the number of knowns (sensor
locations).  However, if a priori information
exists about the statistical distribution of dipole
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moment and sensor noise, the inverse problem
can be stated in terms of statistical estimation
theory.  In the linear case, this corresponds to
finding the linear operator that minimizes the
expected difference between the estimated and
the correct solution.  More specifically, the ex-
pected error ErrW can be defined as 

(7)

where W is a linear operator that maps a re-
cording vector x into an estimated solution vec-
tor .  If we assume that both the noise vector
n and the dipole strength vector s are normally
distributed with zero mean and covariance ma-
trices C and R, respectively, Equation 7 be-
comes

(8)

(9)

,   where    
(10)

(11)

(12)

This expression can be explicitly minimized by
taking the gradient, setting it to zero and solv-
ing for W.  This yields an optimal linear esti-
mator,

(13)

The expression for the optimal inverse
linear operator W given in (13) can be shown to
be equivalent to the so called minimum-norm
solution (Tikhonov & Arsenin, 1977; Ha-
malainen & Ilmoniemi, 1984), provided the co-
variance matrices C and R are proportional to
the identity matrix.  This corresponds to the as-
sumption that both the noise at each sensor and
the strength of each dipole are independent and

ErrW Wx s! 2" #=

ŝ

ErrW W As n+( ) s! 2" #=

WA I!( ) s Wn+ 2" #=

Ms Wn+ 2" #=
M WA I!=

Ms 2" #= Wn 2" #+

Tr MRMT( )= Tr WCWT( )+

W RAT ARAT C+( )
1!

=

of equal variance.  An advantage of the present
formulation is that any empirical observations
or reasonable assumptions about the second or-
der statistics of the sensor noise and the dipole
strengths can be explicitly incorporated to con-
strain the solution. 

It is also worth pointing out that evaluat-
ing W from Equation 13 only requires inver-
sion of a matrix square in the number of
knowns (sensors), rather than square in the
number of unknowns (dipole components).
This is important since the time required to in-
vert an N by N matrix is proportional to N3, and
the number of sensors will typically be much
smaller than the large number of dipole compo-
nents (~10,000) that are required to accurately
tile the cortical mantle (see below).  The only
potentially time consuming part of evaluating
W is the matrix multiplication with R, which in
the worst case will take time proportional to the
square of the number of dipole components.
However, if we conservatively make no a prio-
ri assumptions about long-range correlations,
then the R matrix will be very sparse, and  the
memory and time needed for calculating W
will increase more or less linearly with the
number of unknowns.

Error Prediction
An important advantage of the linear esti-

mation approach to the inverse problem is that
it is possible to quantify the influence of sensor
noise and activity of other dipoles on estimated
dipole strengths.  More precisely, the ith row of
the matrix  M = WA ! I specifies how much a
unit of dipole strength at each dipole location
would contribute to the estimation error of the
ith dipole.  Consequently, the expected squared
error of the strength of the ith dipole due to ac-
tivity of other dipoles is given by MiRMi

T,
where Mi is the ith row of M, and R is the co-
variance matrix of the sources.  Similarly, the
ith row of the matrix W specifies how much a
unit of noise at each sensor contributes to the
estimation error of the ith dipole strength.  The
expected squared estimation error for the ith di-
pole due to noise is given by WiCWi

T, where
Wi is the ith row of W and C is the covariance
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Figure 7.  Nearby sources.  Correlated sources can 
merge if they are close together.  The lower left pair of 
similarly-signed sources in A are beginning to merge 
in the variance estimates in B and in the solution in C; 
even nearer pairs can be distinguished if they are of 
opposite sign (lower red-green pair at right), but 
eventually cancel each other if close enough (upper 
red-green pair).

Figure 6.  3-D model studies.  The locations of eight 
sources are displayed on the flattened cortex in A (all 
calculations were performed using the folded cortex).  
The solution using temporal information is shown in C 
(61 EEG and MEG sensors placed in a geodesic 
arrangement are omitted; the sensor covariance matrix 
was computed assuming between-source correlation of 
0.5 and additive white noise with signal to noise ratio 
of 10; the 150,000 polygon surface was subsampled to 
about 10,000 dipoles for these solutions).  The 
corresponding calculated variance estimates Rii for 
each dipole are shown in B.

ErrW = Wx ! s 2 + " W !1 ! A
#

Constrained localization

Dale & Sereno (1993)
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tactile discrimination of grating orientation, an evoked potential
is recorded over posterior scalp regions with a latency corre-
sponding to the peak of the TMS interference effect (about
180 ms). The findings indicate that visual cortex is closely involved
in tactile discrimination of orientation. To our knowledge, this is
the first demonstration that visual cortical processing is necessary
for normal tactile perception.

Visual cortex is known to be involved in nonvisual perception in
blind humans4–9. This has been attributed to neural plasticity
resulting from visual deprivation. However, visual processing can
also influence certain aspects of normal human tactile perception.
For instance, during haptic sorting, instructions to emphasize visual
images bias subjects to sort by object properties such as size and
shape, whereas without such instructions sorting is based on texture
and hardness2. Using positron emission tomography (PET), we
showed that discrimination of the orientation of a grating on the
fingerpad is associated with subjective reports of visual imagery and
increased regional cerebral blood flow, relative to that seen during
discrimination of grating texture (spacing), in a contralateral region
of extrastriate visual cortex near the parieto-occipital fissure1. This
locus, which is also active during visual discrimination of grating
orientation10 and other tasks requiring spatial mental imagery11,
may be the human homologue of an area in the parieto-occipital
fissure of macaques (V6/PO) where a large proportion of neurons
are orientation-selective12. A functional magnetic resonance
imaging (fMRI) study found that visual cortical areas are also
active during tactile object recognition, compared with texture
discrimination3. The recruitment of processing in visual cortex
may reflect top-down activation of visual representations
to facilitate tactile discrimination of orientation or shape. Alterna-
tively, the observed activity could be merely an epiphenomenon.

One way to distinguish between these two possibilities is to
interfere with processing in visual cortex. To do this, we applied
TMS over the occipital scalp, a procedure that blocks visual
perception by disrupting the function of extrastriate visual
cortex13,14. In Experiment 1, TMS pulses were delivered to multiple
sites over occipital cortex while subjects attempted to discriminate
the orientation of a grating on the right index fingerpad (Fig. 1) with
their eyes closed. At each site, TMS was applied 10, 180 or 400 ms
after the onset of grating presentation. To control for nonspecific
effects of the loud noise accompanying TMS, performance was also
measured with the magnetic stimulator in air.

Figure 2a shows a clear effect of TMS over occipital cortex at the
higher of the two midline sites tested (M4) and contralateral to the
hand encountering the grating (L3). Compared with discrimination
performance with the stimulator in air, performance at these sites

was unaffected by TMS at the 10-ms delay but was markedly
impaired at the 180-ms delay. By 400 ms, the effect was slight. In
contrast, TMS ipsilateral to the hand feeling the grating (R3) and at
the lower midline site (M2) had no effect (Fig. 2a). This spatial
restriction, together with the clear time course of the effect,
indicates that the impairment of perception was not due to
muscle contraction or other nonspecific effects of TMS. Perfor-
mance was significantly different between the 10-ms and 180-ms
delays at the M4 (t ¼ 11:58, d:f : ¼ 10, P ¼ 0:00000004) and L3
(t ¼ 3:79, d:f : ¼ 9, P ¼ 0:004) sites but not at the R3 (t ¼ 0:25,
d:f : ¼ 9, P ¼ 0:81) or M2 (t ¼ 2:14, d:f : ¼ 4, P ¼ 0:1) sites.

To test whether the disruption of tactile performance by occipital
TMS was specific to discrimination of orientation or represented a
more general effect on somatosensory perception, we investigated
the effect of occipital TMS on a control task, detection of a
suprathreshold electrical stimulus to the fingerpad. Figure 2b
shows that performance on this task was unaffected. There were
no significant performance differences between the 10-ms and 180-
ms delays for TMS at the M4 (t ¼ !1:83, d:f : ¼ 4, P ¼ 0:14), L3
(t ¼ !1, d:f : ¼ 4, P ¼ 0:37) or R3 (t ¼ !1:29, d:f : ¼ 4, P ¼ 0:27)
sites. The lack of effect of TMS on this control task may indicate that
the effect of TMS is specific to orientation discrimination, rather
than being a general suppression of somatosensory processing.
However, the control task was slightly easier than the orientation
task (performance with the stimulator in air was 94% correct
versus 85% correct; Fig. 2b, a) and was also a simple detection
task, whereas the main task involved discrimination (of grating
orientation). Hence, we conducted another experiment (Experi-
ment 2), in which the control task was discrimination of grating
texture (spacing task), the same control task as in our previous PET
study1. As the locus of activation (orientation minus spacing) in
the PET study1 was superior and lateral to the M4 site, we applied
TMS pulses directly over the PET activation locus (L6) in the left
hemisphere and the homologous area in the right hemisphere (R6),
as well as to M4, using only the 10- and 180-ms delays at these sites
in Experiment 2 (as there was little effect at 400 ms in Experiment
1). We also delivered TMS to left primary somatosensory cortex,
using a 30-ms delay. Subjects were blindfolded in Experiment 2.

In Experiment 2, TMS at M4 clearly interfered with discrimina-
tion of grating orientation at 180 ms but not at 10 ms (Fig. 2c),
replicating the effect obtained in Experiment 1. A similar effect was
obtained at L6, the PET activation locus, but not at R6, its
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Figure 1 Set up used for grating application. a, The screw enabled positioning of the
grating just above the fingerpad by a dovetail arrangement. From this position, activation
of the solenoid caused downward displacement of the grating by about 3 mm. Rotating
the disk changed grating orientation, which was either along (b) or across (c) the long axis
of the finger.
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Figure 2 Effect of TMS at the delays indicated. Bar graphs show mean performance (%
correct responses) and standard errors. a, Experiment 1, orientation task; b, Experiment
1, electrical stimulation; c, Experiment 2, orientation task; d, Experiment 2, spacing task.
SC, TMS over somatosensory cortex (30-ms delay). Air, stimulator in air.
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tactile discrimination of grating orientation, an evoked potential
is recorded over posterior scalp regions with a latency corre-
sponding to the peak of the TMS interference effect (about
180 ms). The findings indicate that visual cortex is closely involved
in tactile discrimination of orientation. To our knowledge, this is
the first demonstration that visual cortical processing is necessary
for normal tactile perception.

Visual cortex is known to be involved in nonvisual perception in
blind humans4–9. This has been attributed to neural plasticity
resulting from visual deprivation. However, visual processing can
also influence certain aspects of normal human tactile perception.
For instance, during haptic sorting, instructions to emphasize visual
images bias subjects to sort by object properties such as size and
shape, whereas without such instructions sorting is based on texture
and hardness2. Using positron emission tomography (PET), we
showed that discrimination of the orientation of a grating on the
fingerpad is associated with subjective reports of visual imagery and
increased regional cerebral blood flow, relative to that seen during
discrimination of grating texture (spacing), in a contralateral region
of extrastriate visual cortex near the parieto-occipital fissure1. This
locus, which is also active during visual discrimination of grating
orientation10 and other tasks requiring spatial mental imagery11,
may be the human homologue of an area in the parieto-occipital
fissure of macaques (V6/PO) where a large proportion of neurons
are orientation-selective12. A functional magnetic resonance
imaging (fMRI) study found that visual cortical areas are also
active during tactile object recognition, compared with texture
discrimination3. The recruitment of processing in visual cortex
may reflect top-down activation of visual representations
to facilitate tactile discrimination of orientation or shape. Alterna-
tively, the observed activity could be merely an epiphenomenon.

One way to distinguish between these two possibilities is to
interfere with processing in visual cortex. To do this, we applied
TMS over the occipital scalp, a procedure that blocks visual
perception by disrupting the function of extrastriate visual
cortex13,14. In Experiment 1, TMS pulses were delivered to multiple
sites over occipital cortex while subjects attempted to discriminate
the orientation of a grating on the right index fingerpad (Fig. 1) with
their eyes closed. At each site, TMS was applied 10, 180 or 400 ms
after the onset of grating presentation. To control for nonspecific
effects of the loud noise accompanying TMS, performance was also
measured with the magnetic stimulator in air.

Figure 2a shows a clear effect of TMS over occipital cortex at the
higher of the two midline sites tested (M4) and contralateral to the
hand encountering the grating (L3). Compared with discrimination
performance with the stimulator in air, performance at these sites

was unaffected by TMS at the 10-ms delay but was markedly
impaired at the 180-ms delay. By 400 ms, the effect was slight. In
contrast, TMS ipsilateral to the hand feeling the grating (R3) and at
the lower midline site (M2) had no effect (Fig. 2a). This spatial
restriction, together with the clear time course of the effect,
indicates that the impairment of perception was not due to
muscle contraction or other nonspecific effects of TMS. Perfor-
mance was significantly different between the 10-ms and 180-ms
delays at the M4 (t ¼ 11:58, d:f : ¼ 10, P ¼ 0:00000004) and L3
(t ¼ 3:79, d:f : ¼ 9, P ¼ 0:004) sites but not at the R3 (t ¼ 0:25,
d:f : ¼ 9, P ¼ 0:81) or M2 (t ¼ 2:14, d:f : ¼ 4, P ¼ 0:1) sites.

To test whether the disruption of tactile performance by occipital
TMS was specific to discrimination of orientation or represented a
more general effect on somatosensory perception, we investigated
the effect of occipital TMS on a control task, detection of a
suprathreshold electrical stimulus to the fingerpad. Figure 2b
shows that performance on this task was unaffected. There were
no significant performance differences between the 10-ms and 180-
ms delays for TMS at the M4 (t ¼ !1:83, d:f : ¼ 4, P ¼ 0:14), L3
(t ¼ !1, d:f : ¼ 4, P ¼ 0:37) or R3 (t ¼ !1:29, d:f : ¼ 4, P ¼ 0:27)
sites. The lack of effect of TMS on this control task may indicate that
the effect of TMS is specific to orientation discrimination, rather
than being a general suppression of somatosensory processing.
However, the control task was slightly easier than the orientation
task (performance with the stimulator in air was 94% correct
versus 85% correct; Fig. 2b, a) and was also a simple detection
task, whereas the main task involved discrimination (of grating
orientation). Hence, we conducted another experiment (Experi-
ment 2), in which the control task was discrimination of grating
texture (spacing task), the same control task as in our previous PET
study1. As the locus of activation (orientation minus spacing) in
the PET study1 was superior and lateral to the M4 site, we applied
TMS pulses directly over the PET activation locus (L6) in the left
hemisphere and the homologous area in the right hemisphere (R6),
as well as to M4, using only the 10- and 180-ms delays at these sites
in Experiment 2 (as there was little effect at 400 ms in Experiment
1). We also delivered TMS to left primary somatosensory cortex,
using a 30-ms delay. Subjects were blindfolded in Experiment 2.

In Experiment 2, TMS at M4 clearly interfered with discrimina-
tion of grating orientation at 180 ms but not at 10 ms (Fig. 2c),
replicating the effect obtained in Experiment 1. A similar effect was
obtained at L6, the PET activation locus, but not at R6, its
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homologue in the opposite hemisphere (Fig. 2c). Performance was
significantly poorer at the 180-ms delay than at the 10-ms delay at
M4 (t ¼ 6:75, d:f : ¼ 5, P ¼ 0:001) and L6 (t ¼ 4:22, d:f : ¼ 5,
P ¼ 0:008) but not R6 (t ¼ 2:22, d:f : ¼ 5, P ¼ 0:08). In contrast,
occipital TMS had no effect on discrimination performance in the
spacing task (Fig. 2d). There were no significant performance
differences between the 10- and 180-ms delays at any of the sites
(M4: t ¼ 0, d:f : ¼ 5, P ¼ 1; L6, t ¼ !1:46, d:f : ¼ 5, P ¼ 0:2; R6:
t ¼ !0:39, d:f : ¼ 5, P ¼ 0:71). Notably, baseline performances
with the stimulator in air were almost identical in the orientation
(89% correct; Fig. 2c) and spacing (86% correct; Fig. 2d) tasks.
Thus, the effect of occipital TMS was specific to the orientation task.
Consistent with this, most subjects felt that mental visualization of
the grating was helpful in the orientation task but not the spacing
task.

Stimulation over primary somatosensory cortex, however, sup-
pressed discrimination performance to near-chance levels in both
orientation and spacing tasks (Fig. 2c, d). The effects were statisti-
cally significant: performance was poorer in the TMS condition
than with stimulation in air (orientation: t ¼ 5:55, d:f : ¼ 2,
P ¼ 0:03; spacing: t ¼ 20, d:f : ¼ 2, P ¼ 0:002). Thus, in contrast
to the selective effect of occipital TMS on the orientation task, TMS
over somatosensory cortex was nonselective, affecting both orienta-
tion and spacing discriminations equally. Subjective reports also
differed according to where TMS was applied. At occipital sites
where TMS impaired performance on orientation discrimination,
subjects reported that they could still feel the grating but were
unsure of its orientation. In contrast, with TMS over primary
somatosensory cortex, subjects reported interference with percep-
tion of the grating itself, often feeling only a sensation of pressure
but being unable to distinguish the pattern of the grating.

Figure 3 shows that our results are consistent with the idea that
impairment of tactile discrimination of grating orientation by
occipital TMS is due to stimulation of the region of parieto-occipital
cortex identified by PET1. Stimulation at effective sites (M4, L3 and

L6) induced electric fields whose calculated magnitudes were
consistent with physiological effects at the PET activation locus.
In contrast, the fields derived from stimulation at ineffective sites
(R6, R3 and M2) failed to enclose the area of PET activation.
Although the cerebellum has been implicated in somatosensory
discrimination15, it is unlikely that our results were due to cerebellar
stimulation, as there was no effect at the most inferior site (M2),
which was the closest site to the cerebellum.

We also studied the distribution and time course of the averaged
electrical potential evoked over the scalp in response to stimulation
of the fingerpad with the grating. To isolate neural processing that
was specific to discrimination of orientation, the potentials evoked
when subjects were engaged in this task were compared with those
obtained while subjects performed a control task, counting the
number of tactile stimuli. This controlled for attentive somatosen-
sory processing. The resulting subtraction potential (Fig. 4) showed
a peak at 150–180 ms in contralateral parietal and occipital leads,
consistent with the time course of the TMS interference effect.

Together with the subjective reports of visual imagery in this task
and the associated parieto-occipital cortical activation noted
previously1, our findings support the proposal that visual pro-
cessing facilitates normal tactile discrimination of orientation.
Visual processing may similarly facilitate tactile object recognition3.
Perhaps this is related to the fact that we generally rely on the visual
system for orientation and shape discrimination. We emphasize that
this dependence on the visual system does not apply to all aspects of
tactile perception, as shown by the failure of occipital TMS to affect
the detectability of an electrical stimulus applied to the fingerpad or
discrimination performance on the spacing task. Thus, involvement
of visual cortex may be beneficial when macrogeometric features
such as orientation and shape are to be discriminated, but not for
microgeometric features such as texture. In an earlier study5,
occipital TMS affected the ability of blind but not sighted subjects
to identify embossed Roman letters. The lack of effect in the sighted
may reflect the dependence of this task, like texture discrimination,
on processing of microspatial detail16. Alternatively, the different set
sizes used for sighted (5-letter sets) and blind subjects (26-letter
sets) may underlie the differential effects in these two subject
groups, given the intrinsic confusability of certain tactually pre-
sented letters17—it remains possible that sighted subjects could also
show the effect under different experimental conditions. Our
findings provide the first demonstration, to our knowledge, that
visual cortex is necessary for optimal tactile performance in
normally sighted subjects. !

Methods
Subjects
Fourteen subjects volunteered after giving informed consent and were paid for their
participation. All were right-handed. None had any history of neurological disease,
trauma to the hands or their innervation, or fingerpad calluses.
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Figure 3 Activation due to grating orientation (relative to spacing) observed in previous
PET study1 superimposed on an axial, T-1-weighted MRI slice derived from one subject
who participated in both the PET study and the present study. Arrow, activation. Talairach
coordinates of centre of activation: x ¼ !20, y ¼ !71, z ¼ 32. Isopotential lines of
the TMS-induced electric fields corresponding to 90% of the resting motor threshold are
also superimposed on the MRI. Brain regions on the concave side of the curves are
exposed to electric fields above the threshold of known physiological effects. The heavy
curves refer to TMS at the (effective) M4 and L3 sites; the thin curve refers to the
(ineffective) R3 site. Similar calculations (data not shown) indicated the compatibility of
the effectiveness of TMS at other occipital sites (M2, L6, R6) in the orientation task with
the ability to evoke physiological effects at the PET activation locus.
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Figure 4 Electrical potential (averaged across subjects) recorded over the scalp during
tactile discrimination of grating orientation, relative to counting of tactile stimuli. Arrow,
onset of grating contact with fingerpad.

© 1999 Macmillan Magazines Ltd

letters to nature

NATURE | VOL 401 | 7 OCTOBER 1999 | www.nature.com 589

homologue in the opposite hemisphere (Fig. 2c). Performance was
significantly poorer at the 180-ms delay than at the 10-ms delay at
M4 (t ¼ 6:75, d:f : ¼ 5, P ¼ 0:001) and L6 (t ¼ 4:22, d:f : ¼ 5,
P ¼ 0:008) but not R6 (t ¼ 2:22, d:f : ¼ 5, P ¼ 0:08). In contrast,
occipital TMS had no effect on discrimination performance in the
spacing task (Fig. 2d). There were no significant performance
differences between the 10- and 180-ms delays at any of the sites
(M4: t ¼ 0, d:f : ¼ 5, P ¼ 1; L6, t ¼ !1:46, d:f : ¼ 5, P ¼ 0:2; R6:
t ¼ !0:39, d:f : ¼ 5, P ¼ 0:71). Notably, baseline performances
with the stimulator in air were almost identical in the orientation
(89% correct; Fig. 2c) and spacing (86% correct; Fig. 2d) tasks.
Thus, the effect of occipital TMS was specific to the orientation task.
Consistent with this, most subjects felt that mental visualization of
the grating was helpful in the orientation task but not the spacing
task.

Stimulation over primary somatosensory cortex, however, sup-
pressed discrimination performance to near-chance levels in both
orientation and spacing tasks (Fig. 2c, d). The effects were statisti-
cally significant: performance was poorer in the TMS condition
than with stimulation in air (orientation: t ¼ 5:55, d:f : ¼ 2,
P ¼ 0:03; spacing: t ¼ 20, d:f : ¼ 2, P ¼ 0:002). Thus, in contrast
to the selective effect of occipital TMS on the orientation task, TMS
over somatosensory cortex was nonselective, affecting both orienta-
tion and spacing discriminations equally. Subjective reports also
differed according to where TMS was applied. At occipital sites
where TMS impaired performance on orientation discrimination,
subjects reported that they could still feel the grating but were
unsure of its orientation. In contrast, with TMS over primary
somatosensory cortex, subjects reported interference with percep-
tion of the grating itself, often feeling only a sensation of pressure
but being unable to distinguish the pattern of the grating.

Figure 3 shows that our results are consistent with the idea that
impairment of tactile discrimination of grating orientation by
occipital TMS is due to stimulation of the region of parieto-occipital
cortex identified by PET1. Stimulation at effective sites (M4, L3 and

L6) induced electric fields whose calculated magnitudes were
consistent with physiological effects at the PET activation locus.
In contrast, the fields derived from stimulation at ineffective sites
(R6, R3 and M2) failed to enclose the area of PET activation.
Although the cerebellum has been implicated in somatosensory
discrimination15, it is unlikely that our results were due to cerebellar
stimulation, as there was no effect at the most inferior site (M2),
which was the closest site to the cerebellum.

We also studied the distribution and time course of the averaged
electrical potential evoked over the scalp in response to stimulation
of the fingerpad with the grating. To isolate neural processing that
was specific to discrimination of orientation, the potentials evoked
when subjects were engaged in this task were compared with those
obtained while subjects performed a control task, counting the
number of tactile stimuli. This controlled for attentive somatosen-
sory processing. The resulting subtraction potential (Fig. 4) showed
a peak at 150–180 ms in contralateral parietal and occipital leads,
consistent with the time course of the TMS interference effect.

Together with the subjective reports of visual imagery in this task
and the associated parieto-occipital cortical activation noted
previously1, our findings support the proposal that visual pro-
cessing facilitates normal tactile discrimination of orientation.
Visual processing may similarly facilitate tactile object recognition3.
Perhaps this is related to the fact that we generally rely on the visual
system for orientation and shape discrimination. We emphasize that
this dependence on the visual system does not apply to all aspects of
tactile perception, as shown by the failure of occipital TMS to affect
the detectability of an electrical stimulus applied to the fingerpad or
discrimination performance on the spacing task. Thus, involvement
of visual cortex may be beneficial when macrogeometric features
such as orientation and shape are to be discriminated, but not for
microgeometric features such as texture. In an earlier study5,
occipital TMS affected the ability of blind but not sighted subjects
to identify embossed Roman letters. The lack of effect in the sighted
may reflect the dependence of this task, like texture discrimination,
on processing of microspatial detail16. Alternatively, the different set
sizes used for sighted (5-letter sets) and blind subjects (26-letter
sets) may underlie the differential effects in these two subject
groups, given the intrinsic confusability of certain tactually pre-
sented letters17—it remains possible that sighted subjects could also
show the effect under different experimental conditions. Our
findings provide the first demonstration, to our knowledge, that
visual cortex is necessary for optimal tactile performance in
normally sighted subjects. !

Methods
Subjects
Fourteen subjects volunteered after giving informed consent and were paid for their
participation. All were right-handed. None had any history of neurological disease,
trauma to the hands or their innervation, or fingerpad calluses.
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who participated in both the PET study and the present study. Arrow, activation. Talairach
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the TMS-induced electric fields corresponding to 90% of the resting motor threshold are
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curves refer to TMS at the (effective) M4 and L3 sites; the thin curve refers to the
(ineffective) R3 site. Similar calculations (data not shown) indicated the compatibility of
the effectiveness of TMS at other occipital sites (M2, L6, R6) in the orientation task with
the ability to evoke physiological effects at the PET activation locus.
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Correlation is not causation, right?



Big data
• Cheap sets
✓ Neurosky, eMotiv
✓ Toys, games (Mindflex)
✓ Kickstarter project
✓ Carnegie Mellon (Bryan Murphy)

•  Massive repositories
✓ G. Church - Harvard



Electrocorticography (ECoG)

• Electrodes under the dura

• Many fewer artifacts (eyes, facial, scalp diffusion)

• Limited used in humans: epileptic ablation pre-
operative guidance

... and the ugly
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Arrays of electrodes for recording and stimulating the brain 
are used throughout clinical medicine and basic neuroscience 
research, yet are unable to sample large areas of the brain 
while maintaining high spatial resolution because of the need 
to individually wire each passive sensor at the electrode-
tissue interface. To overcome this constraint, we developed 
new devices that integrate ultrathin and flexible silicon 
nanomembrane transistors into the electrode array, enabling 
new dense arrays of thousands of amplified and multiplexed 
sensors that are connected using fewer wires. We used this 
system to record spatial properties of cat brain activity in vivo,  
including sleep spindles, single-trial visual evoked responses 
and electrographic seizures. We found that seizures may 
manifest as recurrent spiral waves that propagate in the 
neocortex. The developments reported here herald a new 
generation of diagnostic and therapeutic brain-machine 
interface devices.

The utility of high-resolution neural recordings from the cortical sur-
face for basic research and clinical medicine has been shown for a wide 
range of applications. Spatial spectral analysis of electrocorticograms 
(ECoGs) from the superior temporal gyrus and motor cortex has 
revealed that electrode spacing should be 1.25 mm or closer in humans 
to sufficiently capture the rich spatial information that is available1. 
Motor control signals2 and spoken words3 can be decoded with sub-
stantially improved performance using electrodes spaced 1 mm apart 
or less. In occipital cortex, arrays with 500- m spacing have demon-
strated micro-field evoked potentials that can distinguish ocular  
dominance columns4. The spatial scale for some pathologic signals 
is also submillimeter, based on observations of microseizures, micro-
discharges and high-frequency oscillations in epileptic brain5,6.

However, the subdural electrodes in use clinically, for example, in 
the diagnosis and treatment of epilepsy, are much larger (~3 mm in 
diameter) and have large interspacing (~10 mm) because of the clinical  
need to record from large areas of the brain surface (80 mm × 80 mm)  
to accurately localize seizure-generating brain regions. Large area 
electrode arrays with high spatial resolution are also needed in brain-
machine interface (BMI) applications to account for variability in 
the location of brain functions, which can vary by ~5 mm across 
subjects7–10. High-resolution interface over a large area has previously 
been impossible owing to the infeasibility of connecting thousands of 
wires in the small intracranial space.

Much of the existing research in electrode technology has focused 
on penetrating electrode arrays, such as the Utah array11, which can 
provide a high-resolution interface to a small area of cortex and enable  
high-performance neuromotor prostheses12. However, arrays of 
penetrating microelectrodes may only function for 6–12 months13 
before the signal quality on most electrodes becomes substantially 
diminished. These devices can also cause hemorrhage and inflam-
matory tissue responses from the immediate insertion14,15 and over 
long periods of time, possibly as a result of the inability of the rigid 
penetrating electrodes to flex and move as the brain pulses, swells 
and contracts16.

Highly flexible arrays of subdural electrodes have unique advan-
tages over penetrating microelectrode arrays in that they are able 
to maintain signal quality over extended periods of time with 
minimized irritation and injury to brain tissues17–19. Furthermore, 
the micro-electrocorticographic ( ECoG) signal recorded from  
flexible arrays of nonpenetrating electrodes with high-resolution 
can provide comparable information content to the spiking activity  
recorded by penetrating microelectrodes in some applications,  
such as BMI20–22.

1Department of Electrical and Computer Engineering, Polytechnic Institute of New York University, Brooklyn, New York, USA. 2Center for Neural Science, New York 
University, New York, New York, USA. 3School of Chemical and Biological Engineering, Seoul National University, Seoul, Korea. 4Department of Neuroscience, 
University of Pennsylvania School of Medicine, Philadelphia, Pennsylvania, USA. 5Penn Epilepsy Center, Department of Neurology, Hospital of the University of 
Pennsylvania, Philadelphia, Pennsylvania, USA. 6Department of Electrical and Computer Engineering, United States Naval Academy, Annapolis, Maryland, USA. 
7Department of Materials Science and Engineering, Beckman Institute for Advanced Science and Technology and Frederick Seitz Materials Research Laboratory, 
University of Illinois at Urbana-Champaign, Urbana, Illinois, USA. 8Department of Electrical and Systems Engineering, University of Pennsylvania, Philadelphia, 
Pennsylvania, USA. 9Department of Bioengineering, University of Pennsylvania, Philadelphia, Pennsylvania, USA. 10Department of Engineering Mechanics, 
Tsinghua Univeristy, Beijing, China. 11Department of Mechanical Engineering, University of Colorado Boulder, Boulder, Colorado, USA. 12Departments of Civil 
and Environmental Engineering and Mechanical Engineering, Northwestern University, Evanston, Illinois, USA. 13These authors contributed equally to this work. 
Correspondence should be addressed to B.L. (littb@mail.med.upenn.edu) or J.A.R. (jrogers@uiuc.edu).

Received 8 April; accepted 4 October; published online 13 November 2011; doi:10.1038/nn.2973

Flexible, foldable, actively multiplexed, high-density 
electrode array for mapping brain activity in vivo
Jonathan Viventi1,2,13, Dae-Hyeong Kim3,13, Leif Vigeland4, Eric S Frechette5, Justin A Blanco6, Yun-Soung Kim7, 
Andrew E Avrin8, Vineet R Tiruvadi9, Suk-Won Hwang7, Ann C Vanleer9, Drausin F Wulsin9, Kathryn Davis5, 
Casey E Gelber9, Larry Palmer4, Jan Van der Spiegel8, Jian Wu10, Jianliang Xiao11, Yonggang Huang12,  
Diego Contreras4, John A Rogers7 & Brian Litt5,9

- Nature Neuroscience, Dec. 2011

1600 VOLUME 14 | NUMBER 12 | DECEMBER 2011 NATURE NEUROSCIENCE

T E C H N I C A L  R E P O R T S

RESULTS
Electrode array fabrication and testing
To enable high-resolution interface with large areas of the brain, we 
developed an array of flexible, nonpenetrating electrodes using flexible  
silicon electronics technology. The array was composed of 720 silicon 
nanomembrane transistors (Fig. 1a). The active matrix circuit design 
contained two transistors per unit cell (Fig. 1b). The buffer transistor 
connected to the electrode provided buffering of the biological signals, 
whereas the multiplexing transistor allowed all of the electrodes in the 
same column to share a single output wire. Flexible transistors were 
fabricated using high-quality single-crystal silicon, yielding a mobility 
of ~350 cm2 V−1 and an on/off ratio >103, calculated from the slopes of 
the transfer curves and the ratio of maximum and minimum current  
outputs (Fig. 1b) using standard field-effect transistor models23. This 
capability enabled high-speed multiplexing (<5 s), sampling rates >10 kS  
per s per electrode24 and very low multiplexer cross-talk (<−65 dB).

Active electrode arrays were fabricated using a multi-layer process 
(Fig. 1c). Doped silicon nanomembranes, structured into ribbons 
with thicknesses of 260 nm, were located in the first layer through 
the use of transfer printing technology, as described elsewhere24. 
Subsequent horizontal and vertical metal interconnect layers were 

insulated using layers of polyimide (~1.2 m, Sigma-Aldrich). 
Additional polymeric encapsulation layers (polyimide and epoxy, 
~1.2 m and ~4 m) with an offset vertical interconnect access (VIA) 
structure (Fig. 1c) prevented electrical leakage currents when the 
device was immersed in highly conductive bio-fluids. As a final step, 
platinum (~50 nm) was evaporated and deposited onto the surface 
electrodes to reduce their impedance (~20 kOhm at 1 kHz; detailed 
fabrication procedures, corresponding microscope images and a 
cross-sectional schematic can be found in the Online Methods and 
in Supplementary Fig. 1).

Conventional electrode technology is technically limited in its ability  
to record from the inside of sulci. However, implanting even a few 
electrodes in sulci such as the central sulcus has shown that the signals 
obtained carry more information for BMI applications than signals 
recorded from the traditional gyral surface25. Electrical recording 
from inside sulci may also be important for clinical applications, 
as studies of brain pathology have demonstrated that focal cortical 
 dysplasias are preferentially located at the bottom of sulci26. Some 
devices have attempted to address this by exposing a small number 
of passive electrodes on both surfaces of the device27,28, but have only 
achieved limited spatial sampling.
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Figure 1 Flexible, high-resolution multiplexed electrode array.  
(a) Photograph of a 360-channel high-density active electrode  
array. The electrode size and spacing was 300 × 300 m and  
500 m, respectively. Inset, a closer view showing a few unit  
cells. (b) Schematic circuit diagram of single unit cell containing  
two matched transistors (left), transfer characteristics of drain-to- 
source current (Id) from a representative flexible transistor on linear  
(blue) and logarithmic (red) scales as gate to source voltage (Vg)  
was swept from −2 to +5 V, demonstrating the threshold voltage  
(Vt) of the transistor (center). Right, current-voltage characteristics  
of a representative flexible silicon transistor. Id was plotted as a  
function of drain-to-source voltage (Vd). Vg was varied from 0 to 5 V  
in 1-V steps. (c) Schematic exploded view (left) and corresponding  
microscope image of each layer: doped silicon nanoribbons (right  
frame, bottom), after vertical and horizontal interconnection with  
arrows indicating the first and second metal layers (ML, right  
frame, second from bottom), after water-proof encapsulation (right  
frame, third from bottom) and after platinum electrode deposition  
(right frame, top). Green dashed lines illustrated the offset via  
structure, critical for preventing leakage current while submerged  
in conductive fluid. (d) Images of folded electrode array around low  
modulus polydimethylsiloxane (PDMS) insert. (e) Bending stiffness  
of electrode array for varying epoxy thicknesses and two different polyimide (PI) substrate thicknesses. A nearly tenfold increase in flexibility between 
the current device and our prior work was shown. (f) Induced strain in different layers depending on the change in bending radius.
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The extreme flexibility of our device allowed it to be folded around 
~700- m-thick silicone rubber, forming a unique, high-resolution, 
double-sided recording device that allowed access to rarely explored 
cortical areas, such as the interior of sulci or the medial aspects of 
the cerebral hemispheres (Fig. 1d). To minimize induced strain in 
the silicon, silicon dioxide and metal interconnection layers during  
folding, we reduced the overall array thickness from 76 m24 to  
25 m, resulting in a nearly tenfold reduction in bending stiffness. 
This was accomplished by reducing the polyimide substrate thickness 
from 25 m to 12.5 m, and by reducing the epoxy encapsulation 
thickness from 20 m to 8 m (Fig. 1e). The induced strain in each 
layer during folding was estimated via analytical modeling (Fig. 1f) 
and was maintained well below the mechanical fracture strain of each 
inorganic material (~1% for Si and SiO2)29.

In vivo experiments
We used our flexible electrode device to map neural activity at high 
resolution on the surface of visual cortex of ten cats in vivo (Fig. 2a). An 
initial craniotomy and durotomy exposed a 2 × 3 cm region of cortex.  
Eyes were focused on a monitor that subtended 28 × 22° of space. 
The electrode arrays were either placed on the brain or inserted into  
the interhemispheric fissure (Fig. 2a,b). Given the high flexibility of 

the electrode array, it could be placed in between the two hemispheres 
of the brain without causing damage to tissue. In this configuration, 
the recording surface is facing the left hemisphere. Alternately, the 
folded electrode array can be inserted in the same location as the flat 
electrode array (Fig. 2b), simultaneously recording from both hemi-
spheres, with the right hemisphere filtered through the dura.

Sleep spindles
We recorded spontaneous spindles during barbiturate anesthesia in 
the ECoG signal. Spindle oscillations consisted of waves repeating 
at 5–7 Hz, lasting 1–2 s and repeating every 6–10 s. Given the large 
number of channels on the electrode array and the large number of 
spindles recorded, data from a representative channel is shown for a 
typical spindle (Fig. 3a). The signal amplitude of ~1.2 mV is consistent  
with earlier published reports30. The unfiltered noise level of 30 V 
r.m.s. was greatly improved from our previous report24. Individual 
waves in spindle oscillations were identified by a detector triggered 
on a threshold of 2 s.d. above or below the mean. For four of these 
waves, the r.m.s. value of the zero-meaned signal in the 30-ms window 
before and after the peak was plotted on the array map (Fig. 3b). For 
each channel in the array with >50% of the maximum r.m.s. value, 
the time to the peak of the wave was plotted (Fig. 3b). We observed 
individual spindle waves to be spatially confined to a small region of 
brain (<5 × 5 mm) and they did not move. Spindle waves were highly 
synchronous, peaking in a few milliseconds in all of the channels that 
were involved.

a

b

Figure 2 Animal experiment using feline model. (a) A flexible, high-density 
active electrode array was placed on the visual cortex. Inset, the same 
electrode array was inserted into the interhemispheric fissure. (b) Left, 
folded electrode array before insertion into the interhemispheric fissure. 
Right, flat electrode array inserted into the interhemispheric fissure.
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Figure 3 Spontaneous barbiturate-induced sleep spindles. (a) A typical 
spindle recorded from a representative channel. Negative is plotted up 
by convention. Arrows point to individual spikes of the spindle (I–IV) 
that were further analyzed. (b) r.m.s. value of the zero-meaned signal 
of individual sharply contoured waves comprising the spindle revealed 
the high sensitivity of the electrode array and the spatially localized 
nature of spindles (left column), as well as the high degree of temporal 
synchronization indicated by the relative time to peak across the array 
(right column). Data are anatomically orientated as shown in the inset  
of Figure 4b.
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Visual evoked responses
Visual stimuli consisting of full-field drifting gratings were presented 
for 504 ms at 2 Hz with a spatial frequency of 0.5 cycles per degree. 
Single-trial visual evoked potentials31 were visible on many channels 
of the electrode array (a small subset of these potentials are shown, 
without averaging, to illustrate the quality of the electrode array 
recordings; Supplementary Fig. 2).

A second visual stimulus consisted of flashing white boxes at pseudo-
random locations in an 8 × 8 grid was presented to measure the reti-
notopic organization of the recorded cortical area. The duration of 
each flash was 200 ms, followed by a 64-ms blank time. Stimuli were 
presented 15 times at each location, for a total of 960 stimulus pres-
entations. Responses from the 15 trials were averaged. The response 
strength for the 64 different stimulus locations was determined for 
each of the 360 electrode array channels by calculating the r.m.s. value 
of the zero-meaned signal in the 40–160-ms window after presenta-
tion of the visual stimulus, to capture the majority of the visual evoked 
potential31 (Fig. 4a). The responses indicate that distinct regions of the 
brain responded to distinct areas of the visual field, as expected.

For each channel in the array with a response >50% of the peak 
r.m.s. value (as calculated above), the delay to the peak of the evoked 
response was determined (Fig. 4b). A few general observations are 
visible in the data. Stimuli presented in the lower and left areas of the 
screen appeared to activate small areas of the lower left-hand corner of 
the electrode array, and these responses occurred earliest, consistent  
with early visual cortical areas32. Stimuli presented in middle to 
upper-middle areas of the visual field appeared to elicit responses in 
large areas of the upper middle areas of the electrode array, and these 
activations occurred later, consistent with visual association cortex. 
The upper two rows of the screen appeared to be outside of the visual 
field covered by the array, possibly as a result of electrode placement 
not covering the area striata activated during stimulation at the upper 
portion of the visual field.

As a more rigorous test of the ability of the electrode array to resolve 
the visual field, we used the evoked response data to train a deep belief 
net (DBN) classifier33,34. A training set was generated by randomly 

selecting 10 of the 15 trials, averaging the evoked responses and repeat-
ing this process 100 times for each of the 64 screen locations to yield 
6,400 total samples. The evoked response feature vectors were calculated 
as described above and concatenated, giving 720 feature dimensions 
in each of the 6,400 samples. The trained DBN was tested on a sepa-
rate dataset of ten trials, averaged together, from the same animal and 
recording day (Fig. 4c). We found that 23 of the 64 screen locations 
(36%) were predicted exactly correct, significantly better than chance 
(binomial distribution, n = 64, p = 1/64, P(x > 22) << 0.0001), and 42 of 
64 (66%) screen locations were predicted correctly within 1 neighboring 
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Figure 4 Visual evoked response analysis to a two-dimensional sparse 
noise visual stimulus. (a) 64-color maps, each showing the response 
(r.m.s. value of the zero-meaned signal in the response window) of the 
entire 360-channel electrode array. The color maps are arranged in the 
same physical layout as the stimuli were presented on the monitor, that 
is, the image map in the upper left-hand corner of the figure represents 
the neural response across the entire array to a flashing box presented 
in the upper left-hand corner of the monitor. The color scale is constant 
over all 64 image maps and is saturated at the 1st and 99th percentile to 
improve the visual display. (b) 64-color maps generated from the same 
response data as in a, but plotting the response latency. Channels that 
did not show a strong response, as determined by exceeding 50% of the 
maximum evoked response, were excluded and are colored white. Inset, 
exploded view illustrates the anatomical orientation of the electrode array 
on the brain and approximate location of Brodmann’s areas (gray numbers 
and dashed lines). The electrode color map data is oriented such that the 
bottom left-hand corner of the electrode array was approximately located 
over Brodmann area 18, the bottom right-hand corner over area 17,  
the middle region over areas 18 and 19, the upper right-hand corner 
over area 21 and upper left-hand corner over area 7. (c) Performance 
results achieved after subjecting a test set of data to a DBN classifier 
in accurately determining each originating location on the screen of 
respective stimuli. 23 of the 64 screen locations (36%) were predicted 
exactly correct (black boxes), significantly better than chance (binomial 
distribution, n = 64, p = 1/64, P(x > 22) << 0.0001). 42 of 64 (66%) 
screen locations were predicted correctly in one neighboring square (gray 
boxes, distance  2, chance level 11.8%).

• Multiplexing along column, speed <5µsec

• Sampling rate > 10kS/sec

• Low cross-talk

• Sampling area 10 x 9 mm

• Claim: sample 80 x 80 mm, 25,600 channels 
at > 1.2 kS/sec
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Abstract— We study the problem of distinguishing between

individual finger movements of one hand using electrocortico-

graphic (ECOG) signals. In previous work, we have shown

that ECOG signals have high predictive accuracy and spatial

resolution for classifying hand versus tongue movements. In this

paper, we significantly extend this paradigm by studying the

first 5-class classification problem for ECOG, and show that an

average 5-class error of 23% across 6 subjects is possible using

as little as 10min of training data. In addition to opening up

possibilities for higher-bandwidth brain-computer interfaces,

the use of finger movements for control may yield a more

intuitive mapping from ECOG signals to control of a prosthetic.

Although this study uses real movements, our results provide

the foundation for understanding ECOG signal changes during

finger movement.

I. INTRODUCTION

A vast body of recent work [1], [2], [3], [4], [5] deals
with the problem of translating brain signals into control
of a computer or robotic device. Such a control scheme,
known as a Brain-Computer Interface or BCI, could serve
as a communication mechanism for paralyzed or otherwise
incapacitated individuals.

A popular paradigm for BCI is the classification of
noninvasive electroencephalographic (EEG) signals recorded
during real or imagined movements of various body parts
(see e.g., [2]). Due to the noisy artifact-prone nature of EEG,
and the lack of spatial resolution (measured activity is usually
smeared over a large area of the scalp), only 2-3 classes
of motor activity are used in typical BCI scenarios. Thus,
a principal challenge for BCI is to discover more control
signals [6], [7], [8] and analysis methods that can reliably
distinguish between these control signals.

Recent work [3] has shown that electrocorticographic
signals can be used to very quickly achieve control over
a cursor, and that ECOG signals contain information in
high-frequency spectral bands not available in EEG. The
high-frequency band power shows distinct spatial activation
patterns for different body parts [9]. Our recent work [10]
demonstrated that the same set of spatial and spectral features
can be used to classify ECOG signals from both real and
imagined hand and tongue movements across a number of
subjects. ECOG signals from real movements can be clas-
sified more accurately than EEG signals, using substantially
lesser amounts of training data. Thus, a growing body of
work indicates that ECOG signals may be a promising signal
source for BCI.

In this paper, we significantly extend previous work by
showing that the individual finger movements of one hand

can be successfully distinguished with ECOG signals. In
contrast to other multiclass BCIs that use well-separated
body parts (e.g., hand/tongue/foot) or other forms of imagery
(e.g, mental arithmetic, rotation) [6], [7], [8], we focus on a
specialist area, i.e., the hand and fingers. Thus our results, in
addition to improving the available bandwidth, may also aid
in the development of intuitive prostheses that replace hand
function.

From the perspective of understanding ECOG signals, our
results show that high-frequency band-power features are the
most informative for motor activity, and are sufficient for
good classification performance even for a 5-class problem.
From a machine learning perspective, we provide further
evidence that sparse classification methods are robust against
noise and data scarcity, and perform automatic feature selec-
tion.

Our study focuses on real movement of fingers. We believe
this is an essential first step to characterizing changes in
ECOG signals associated with motor activity, and may help
form the basis of a “true” BCI, i.e., one which does not use
explicit movement.

II. MEASURING AND REPRESENTING ECOG SIGNALS

A. Subjects
Electrocorticography (ECOG) is an electrical brain sig-

nal measurement technique used in patients suffering from
intractable epilepsy. The procedure involes implantation of
intracranial electrode arrays over the surface of the brain
in order to localize seizure foci prior to surgical resection
of the epileptic focus. In contrast to EEG, ECOG measure-
ments show significantly higher spatial resolution and are
unaffected by muscle activity and other artifacts.

Our subject pool is drawn from volunteering patients at
the Harborview Medical Center, Seattle. Each patient had an
implanted 8x8 platinum electrode array (Ad-Tech, Racine,
WI), with 1 cm inter-electrode distance. The electrodes were
embedded in silastic with 2.3mm diameter exposed (of a
4mm diameter electrode). Only patients with some peri-
Rolandic coverage were included. Patients were studied 4-6
days after electrode placement to allow for recovery from
the original surgery.

B. Experimental Protocol
We asked 6 subjects to move fingers of the hand contralat-

eral to the grid placement, in response to visual cues on a
computer screen. Subjects performed repeated movements

2

of each individual finger of one hand for 2s-long intervals,
interspersed with each other and with rest periods. Each
finger was moved for 30 intervals, yielding a total of 150 data
points spread over 5 classes of movement. ECOG data from
a 64-electrode grid was recorded at 1000Hz and annotated
with the stimuli presented to the user. The multi-purpose
BCI2000 software [11] was used for presenting stimuli and
recording data.

C. Spectral Features Encoding Movement
We used band power features calculated across each

movement interval as our representation for each channel.
Our previous work [9], [10] shows that 11-40Hz and 71-
100Hz bands are very effective for localizing motor cortical
areas corresponding to body parts, and for classifying signals
measured during these movements. In other work [12], we
have also explored the use of very high band power features,
in the range 101-150Hz. For our present study, we used all
3 band power features, and our data representation consists
of a 192-dimensional vector.

III. CLASSIFICATION METHODS

Based on our previous work [10], we used two classifi-
cation methods: the Support Vector Machine (SVM), and a
sparse variant of the SVM called the Linear Programming
Machine (LPM). The methods are both linear binary clas-
sifiers, i.e., they assume linear separability of two-classes
of data and attempt to find a hyperplane separating the data
points belonging to the different classes. Linear classifiers are
easier to train and interpret than other nonlinear methods, es-
pecially in the case of limited training data. We first describe
the binary classifiers in detail and subsequently describe
how multiclass problems can be solved by combining binary
classifiers.

A. Classifiers
For data points xk with labels yk ∈ {+1,−1}, a linear

classifier assigns the label sign(wT xk + b), where the pair
(w, b) are parameters of the classifier. Numerous optimiza-
tion criteria can be used to estimate the parameters (w, b)
from training data in a way that minimizes misclassified
points. For the SVM classifier [13], the criterion is as
follows:

minw,ξ,b
1
2�w�

2
2 + C

K �ξ�1 subject to

yk(wT xk + b) ≥ 1− ξk and
ξk ≥ 0 for k = 1, ...,K

(1)

We use � · �1 to represent the l1-norm (i.e. �w�1 =�
|wi|), and � · �2 to be the Euclidean or l2-norm. The

“slack variables” ξk have been introduced to trade off error
from misclassified points with the quality of the classifier
(the margin 1

2�w�
2
2, see [13] for more details). This tradeoff

is mediated by the free parameter C, which is chosen
empirically using cross-validation.
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Fig. 1. Classifying finger movement activity: The figure shows the
5-class cross-validation error for the LPM and SVM classifiers, across 6
subjects. The results show that a high degree of accuracy is possible in
distinguishing individual finger movements using ECOG. Also, the LPM
consistently outperforms the SVM. (Chance level for a 5-class problem is
80% error.)

The quadratic program used for the SVM can be converted
to a linear programming problem by replacing the l2-norm
on the regularizer with the l1-norm [14]. This classifier is
known as the Linear Programming Machine (LPM). The
resulting linear program results in sparse weight vectors w,
i.e., vectors with most components zero or close to zero.
This is a useful feature, since the nonzero components can
be interpreted as the result of a feature selection step, thus
making the classifier more robust to noise and overfitting.

The LPM is the solution to the following optimization
problem:

minw,ξ,b
1
N �w�1 + C

K �ξ�1 subject to

yk(wT xk + b) ≥ 1− ξk and
ξk ≥ 0 for k = 1, ...,K

(2)

The free parameter C now controls the tradeoff between
sparsity of the weight vector and the errors made by the
classifier–a high value of C would impose a more severe
penalty on misclassifications, and favor sparseness of the
weight vector w.

B. Multi-Class Classification and Error Measures

Binary classifiers can be combined to solve multiclass
problems using one of two popular schemes. These are:

• One versus All (OVA): A separate classifier is trained
to distinguish data points of each class from data points
of all other classes. On a test data sample, the classifier
with maximum positive output “wins”, i.e., the data
point is labeled with that class.

• All versus All (AVA): A separate classifier is trained
for every pair of classes. For a test point, each classifier
gets one vote with regard to the data point’s class labels,

- Neural Engineering, 2007
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Abstract

How the human auditory system extracts perceptually relevant acoustic features of speech is unknown. To address this
question, we used intracranial recordings from nonprimary auditory cortex in the human superior temporal gyrus to
determine what acoustic information in speech sounds can be reconstructed from population neural activity. We found that
slow and intermediate temporal fluctuations, such as those corresponding to syllable rate, were accurately reconstructed
using a linear model based on the auditory spectrogram. However, reconstruction of fast temporal fluctuations, such as
syllable onsets and offsets, required a nonlinear sound representation based on temporal modulation energy.
Reconstruction accuracy was highest within the range of spectro-temporal fluctuations that have been found to be
critical for speech intelligibility. The decoded speech representations allowed readout and identification of individual words
directly from brain activity during single trial sound presentations. These findings reveal neural encoding mechanisms of
speech acoustic parameters in higher order human auditory cortex.
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Introduction

The early auditory system decomposes speech and other
complex sounds into elementary time-frequency representations
prior to higher level phonetic and lexical processing [1–5]. This
early auditory analysis, proceeding from the cochlea to the
primary auditory cortex (A1) [1–3,6], yields a faithful represen-
tation of the spectro-temporal properties of the sound waveform,
including those acoustic cues relevant for speech perception, such
as formants, formant transitions, and syllable rate [7]. However,
relatively little is known about what specific features of natural
speech are represented in intermediate and higher order human
auditory cortex. In particular, the posterior superior temporal
gyrus (pSTG), part of classical Wernicke’s area [8], is thought to
play a critical role in the transformation of acoustic information
into phonetic and pre-lexical representations [4,5,9,10]. PSTG is
believed to participate in an ‘‘intermediate’’ stage of processing
that extracts spectro-temporal features essential for auditory object
recognition and discards nonessential acoustic features [4,5,9–11].
To investigate the nature of this auditory representation, we
directly quantified how well different stimulus representations
account for observed neural responses in nonprimary human
auditory cortex, including areas along the lateral surface of STG.
One approach, referred to as stimulus reconstruction [12–15], is to
measure population neural responses to various stimuli and then
evaluate how accurately the original stimulus can be reconstructed
from the measured responses. Comparison of the original and

reconstructed stimulus representation provides a quantitative
description of the specific features that can be encoded by the
neural population. Furthermore, different stimulus representa-
tions, referred to as encoding models, can be directly compared to
test hypotheses about how the neural population represents
auditory function [16].
In this study, we focus on whether important spectro-temporal

auditory features of spoken words and continuous sentences can be
reconstructed from population neural responses. Because signifi-
cant information may be transformed or lost in the course of
higher order auditory processing, an exact reconstruction of the
physical stimulus is not expected. However, analysis of stimulus
reconstruction can reveal the key auditory features that are
preserved in the temporal cortex representation of speech. To
investigate this, we analyzed multichannel electrode recordings
obtained from the surface of human auditory cortex and examined
the extent to which these population neural signals could be used
for reconstruction of different auditory representations of speech
sounds.

Results

Words and sentences from different English speakers were
presented aurally to 15 patients undergoing neurosurgical
procedures for epilepsy or brain tumor. All patients in this study
had normal language capacity as determined by neurological
exam. Cortical surface field potentials were recorded from non-
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penetrating multi-electrode arrays placed over the lateral temporal
cortex (Figure 1, red circles), including the pSTG. We investigated
the nature of auditory information contained in temporal cortex
neural responses using a stimulus reconstruction approach (see
Materials and Methods) [12–15]. The reconstruction procedure is
a multi-input, multi-output predictive model that is fit to stimulus-

response data. It constitutes a mapping from neural responses to a
multi-dimensional stimulus representation (Figures 1 and 2). This
mapping can be estimated using a variety of different learning
algorithms [17]. In this study a regularized linear regression
algorithm was used to minimize the mean-square error between
the original and reconstructed stimulus (see Materials and
Methods). Once the model was fit to a training set, it could then
be used to predict the spectro-temporal content of any arbitrary
sound, including novel speech not used in training.
The key component in the reconstruction algorithm is the

choice of stimulus representation, as this choice encapsulates a
hypothesis about the neural coding strategy under study. Previous
applications of stimulus reconstruction in non-human auditory
systems [14,15] have focused primarily on linear models to
reconstruct the auditory spectrogram. The spectrogram is a time-
varying representation of the amplitude envelope at each acoustic
frequency (Figure 1, bottom left) [18]. The spectrogram envelope
of natural sounds is not static but rather fluctuates across both
frequency and time [19–21]. Envelope fluctuations in the
spectrogram are referred to as modulations [18–22] and play an
important role in the intelligibility of speech [19,21]. Temporal
modulations occur at different temporal rates and spectral
modulations occur at different spectral scales. For example, slow
and intermediate temporal modulation rates (,4 Hz) are asso-
ciated with syllable rate, while fast modulation rates (.16 Hz)
correspond to syllable onsets and offsets. Similarly, broad spectral
modulations relate to vowel formants while narrow spectral
structure characterizes harmonics. In the linear spectrogram
model, modulations are represented implicitly as the fluctuations
of the spectrogram envelope. Furthermore, neural responses are
assumed to be linearly related to the spectrogram envelope.
For stimulus reconstruction, we first applied the linear

spectrogram model to human pSTG responses using a stimulus
set of isolated words from an individual speaker. We used a leave-
one-out cross-validation fitting procedure in which the recon-
struction model was trained on stimulus-response data from
isolated words and evaluated by directly comparing the original
and reconstructed spectrograms of the out-of-sample word.
Reconstruction accuracy is quantified as the correlation coefficient
(Pearson’s r) between the original and reconstructed stimulus. The
reconstruction procedure is illustrated in Figure 2 for one
participant with a high-density (4 mm) electrode grid placed over
posterior temporal cortex. For different words, the linear model
yielded accurate spectrogram reconstructions at the level of single
trial stimulus presentations (Figure 2A and B; see Figure S7 and
Supporting Audio File S1 for example audio reconstructions). The
reconstructions captured major spectro-temporal features such as
energy concentration at vowel harmonics (Figure 2A, purple bars)
and high frequency components during fricative consonants
(Figure 2A, [z] and [s], green bars). The anatomical distribution
of weights in the fitted reconstruction model revealed that the most
informative electrode sites within temporal cortex were largely
confined to pSTG (Figure 2C).
Across the sample of participants (N=15), cross-validated

reconstruction accuracy for single trials was significantly greater
than zero in all individual participants (p,0.001, randomization
test, Figure 3A). At the population level, mean accuracy averaged
over all participants and stimulus sets (including different word sets
and continuous sentences from different speakers) was highly
significant (mean accuracy r=0.28, p,1025, one-sample t test,
df=14). As a function of acoustic frequency, mean accuracy
ranged from r=,0.2–0.3 (Figure 3B).
We observed that overall reconstruction quality was influenced

by a number of anatomical and functional factors as described

Figure 1. Experiment paradigm. Participants listened to words
(acoustic waveform, top left), while neural signals were recorded from
cortical surface electrode arrays (top right, red circles) implanted over
superior and middle temporal gyrus (STG, MTG). Speech-induced
cortical field potentials (bottom right, gray curves) recorded at multiple
electrode sites were used to fit multi-input, multi-output models for
offline decoding. The models take as input time-varying neural signals
at multiple electrodes and output a spectrogram consisting of time-
varying spectral power across a range of acoustic frequencies (180–
7,000 Hz, bottom left). To assess decoding accuracy, the reconstructed
spectrogram is compared to the spectrogram of the original acoustic
waveform.
doi:10.1371/journal.pbio.1001251.g001

Author Summary

Spoken language is a uniquely human trait. The human
brain has evolved computational mechanisms that decode
highly variable acoustic inputs into meaningful elements
of language such as phonemes and words. Unraveling
these decoding mechanisms in humans has proven
difficult, because invasive recording of cortical activity is
usually not possible. In this study, we take advantage of
rare neurosurgical procedures for the treatment of
epilepsy, in which neural activity is measured directly from
the cortical surface and therefore provides a unique
opportunity for characterizing how the human brain
performs speech recognition. Using these recordings, we
asked what aspects of speech sounds could be recon-
structed, or decoded, from higher order brain areas in the
human auditory system. We found that continuous
auditory representations, for example the speech spectro-
gram, could be accurately reconstructed from measured
neural signals. Reconstruction quality was highest for
sound features most critical to speech intelligibility and
allowed decoding of individual spoken words. The results
provide insights into higher order neural speech process-
ing and suggest it may be possible to readout intended
speech directly from brain activity.
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below. First, informative temporal electrodes were primarily
localized to pSTG. To quantify this, we defined ‘‘informative’’
electrodes as those associated with parameters with high signal-to-
noise ratio in the reconstruction models (t ratio.2.5, p,0.05, false
discovery rate (FDR) correction) Figure 4A shows the anatomical
distribution of informative electrodes pooled across participants
and plotted in standardized anatomical coordinates (Montreal
Neurological Institute, MNI) [23]). The distribution was centered
in the pSTG (x=270, y =229, z = 12, MNI coordinates;
Brodmann area 42), and was dispersed along the anterior-
posterior axis.
Second, significant predictive power (r.0) was largely confined to

neural responses in the high gamma band (,70–170 Hz; Figure 4B;
p,0.01, one-sample t tests, df=14, Bonferroni correction).
Predictive power for the high gamma band (,70–170 Hz) was
significantly better compared to other neural frequency bands
(p,0.05, Bonferroni adjusted pair-wise comparisons between
frequency bands, following significant one-way repeated measures
analysis of variance (ANOVA), F(30,420) = 128.7, p,10210). This is

consistent with robust speech-induced high gamma responses
reported in previous intracranial studies [24–29] and with observed
correlations between high gamma power and local spike rate [30].
Third, increasing the number of electrodes used in the reconstruc-

tion improved overall reconstruction accuracy (Figure 4C). Overall
prediction quality was relatively low for participants with five or fewer
responsive STG electrodes (mean accuracy r=0.19, N=6 partici-
pants) and was robust for cases with high density grids (mean accuracy
r=0.43, N=4, mean of 37 responsive STG electrodes per
participant).
What neural response properties allow the linear model to find

an effective mapping to the stimulus spectrogram? There are two
major requirements as described in the following paragraphs.
First, individual recording sites must exhibit reliable frequency
selectivity (e.g., Figure 2B, right column; Figures S1B, S2). An
absence of frequency selectivity (i.e., equal neural response
amplitudes to all stimulus frequencies) would imply that neural
responses do not encode frequency and could not be used to
differentiate stimulus frequencies. To quantify frequency tuning at

Figure 2. Spectrogram reconstruction. (A) Top: spectrogram of six isolated words (deep, jazz, cause) and pseudowords (fook, ors, nim) presented
aurally to an individual participant. Bottom: spectrogram-based reconstruction of the same speech segment, linearly decoded from a set of
electrodes. Purple and green bars denote vowels and fricative consonants, respectively, and the spectrogram is normalized within each frequency
channel for display. (B) Single trial high gamma band power (70–150 Hz, gray curves) induced by the speech segment in (A). Recordings are from four
different STG sites used in the reconstruction. The high gamma response at each site is z-scored and plotted in standard deviation (SD) units. Right
panel: frequency tuning curves (dark black) for each of the four electrode sites, sorted by peak frequency and normalized by maximum amplitude.
Red bars overlay each peak frequency and indicate SEM of the parameter estimate. Frequency tuning was computed from spectro-temporal receptive
fields (STRFs) measured at each individual electrode site. Tuning curves exhibit a range of functional forms including multiple frequency peaks
(Figures S1B and S2B). (C) The anatomical distribution of fitted weights in the reconstruction model. Dashed box denotes the extent of the electrode
grid (shown in Figure 1). Weight magnitudes are averaged over all time lags and spectrogram frequencies and spatially smoothed for display.
Nonzero weights are largely focal to STG electrode sites. Scale bar is 10 mm.
doi:10.1371/journal.pbio.1001251.g002
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individual electrodes, we used estimates of standard spectro-
temporal receptive fields (STRFs) (see Materials and Methods).
The STRF is a forward modeling approach commonly used to
estimate neural tuning to a wide variety of stimulus parameters in
different sensory systems [16]. We found that different electrodes
were sensitive to different acoustic frequencies important for speech
sounds, ranging from low (,200 Hz) to high (,7,000 Hz). The
majority of individual sites exhibited a complex tuning profile with
multiple peaks (e.g., Figure 2B, rows 2 and 3; Figure S2B). The full
range of the acoustic speech spectrum was encoded by responses
from multiple electrodes in the ensemble, although coverage of the
spectrum varied by participant (Figure 4D). Across participants, total
reconstruction accuracy was positively correlated with the propor-
tion of spectrum coverage (r=0.78, p,0.001, df=13; Figure 4D).

A second key requirement of the linear model is that the neural
response must rise and fall reliably with fluctuations in the stimulus
spectrogram envelope. This is because the linear model assumes a
linear mapping between the response and the spectrogram
envelope. This requirement for ‘‘envelope-locking’’ reveals a
major limitation of the linear model, which is most evident at fast
temporal modulation rates. This limitation is illustrated in
Figure 5A (blue curve), which plots reconstruction accuracy as a
function of modulation rate. A one-way repeated measures
ANOVA (F(5,70) = 13.99, p,1028) indicated that accuracy was
significantly higher for slow modulation rates (#4 Hz) compared
to faster modulation rates (.8 Hz) (p,0.05, post hoc pair-wise
comparisons, Bonferroni correction). Accuracy for slow and
intermediate modulation rates (#8 Hz) was significantly greater
than zero (r=,0.15 to 0.42; one-sample paired t tests, p,0.0005,
df=14, Bonferroni correction) indicating that the high gamma
response faithfully tracks the spectrogram envelope at these rates
[26]. However, accuracy levels were not significantly greater than
zero at fast modulation rates (.8 Hz; r=,0.10; one-sample
paired t tests, p.0.05, df=14, Bonferroni correction), indicating a
lack of reliable envelope-locking to rapid temporal fluctuations
[31].
Given the failure of the linear spectrogram model to reconstruct

fast modulation rates, we evaluated competing models of auditory
neural encoding. We investigated an alternative, nonlinear model
based on modulation (described in detail in [18]). Speech sounds
are characterized by both slow and fast temporal modulations
(e.g., syllable rate versus onsets) as well as narrow and broad
spectral modulations (e.g., harmonics versus formants) [7]. The
modulation model represents these multi-resolution features
explicitly through a complex wavelet analysis of the auditory
spectrogram. Computationally, the modulation representation is
generated by a population of modulation-selective filters that
analyze the two-dimensional spectrogram and extract modulation
energy (a nonlinear operation) at different temporal rates and
spectral scales (Figure 6A) [18]. Conceptually, this transformation
is similar to the modulus of a 2-D Fourier transform of the
spectrogram, localized at each acoustic frequency [18]. The
modulation model and applications to speech processing are
described in detail in [18] and [7].
The nonlinear component of the model is phase invariance to

the spectrogram envelope (Figure 6B). A fundamental difference
with the linear spectrogram model is that phase invariance permits
a nonlinear temporal coding scheme, whereby envelope fluctua-
tions are encoded by amplitude rather than envelope-locking
(Figure 6B). Such amplitude-based coding schemes are broadly
referred to as ‘‘energy models’’ [32,33]. The modulation model
therefore represents an auditory analog to the classical energy
model of complex cells in the visual system [32–36], which are
invariant to the spatial phase of visual stimuli.
Reconstructing the modulation representation proceeds simi-

larly to the spectrogram, except that individual reconstructed
stimulus components now correspond to modulation energy at
different rates and scales instead of spectral energy at different
acoustic frequencies (see Materials and Methods, Stimulus
Reconstruction). We next compared reconstruction accuracy
using the nonlinear modulation model to that of the linear
spectrogram model (Figure 5A; Figure S3). In the group data, the
nonlinear model yielded significantly higher accuracy compared to
the linear model (two-way repeated measures ANOVA; main
effect of model type, F(1,14) = 33.36, p,1024). This included
significantly better accuracy for fast temporal modulation rates
compared to the linear spectrogram model (4–32 Hz; Figure 5A,
red versus blue curves; model type by modulation rate interaction

Figure 3. Individual participant and group average reconstruc-
tion accuracy. (A) Overall reconstruction accuracy for each participant
using the linear spectrogram model. Error bars denote resampling SEM.
Overall accuracy is reported as the mean over all acoustic frequencies.
Participants are grouped by grid density (low or high) and stimulus set
(isolated words or sentences). Statistical significance of the correlation
coefficient for each individual participant was computed using a
randomization test. Reconstructed trials were randomly shuffled 1,000
times and the correlation coefficient was computed for each shuffle to
create a null distribution of coefficients. The p value was calculated as
the proportion of elements greater than the observed correlation. (B)
Reconstruction accuracy as a function of acoustic frequency averaged
over all participants (N= 15) using the linear spectrogram model.
Shaded region denotes SEM over participants.
doi:10.1371/journal.pbio.1001251.g003
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We report classes of electronic systems that achieve thicknesses, effective elastic moduli,
bending stiffnesses, and areal mass densities matched to the epidermis. Unlike traditional
wafer-based technologies, laminating such devices onto the skin leads to conformal contact and
adequate adhesion based on van der Waals interactions alone, in a manner that is mechanically
invisible to the user. We describe systems incorporating electrophysiological, temperature, and
strain sensors, as well as transistors, light-emitting diodes, photodetectors, radio frequency
inductors, capacitors, oscillators, and rectifying diodes. Solar cells and wireless coils provide
options for power supply. We used this type of technology to measure electrical activity produced
by the heart, brain, and skeletal muscles and show that the resulting data contain sufficient
information for an unusual type of computer game controller.

Physiological measurement and stimula-
tion techniques that exploit interfaces to
the skin have been of interest for more

than 80 years, beginning in 1929 with electro-
encephalography from the scalp (1–3). Nearly
all associated device technologies continue, how-
ever, to rely on conceptually old designs. Typical-
ly, small numbers of bulk electrodes are mounted
on the skin via adhesive tapes, mechanical clamps
or straps, or penetrating needles, often medi-
ated by conductive gels, with terminal connec-
tions to separate boxes that house collections of
rigid circuit boards, power supplies, and com-
munication components (4–9). These systems
have many important capabilities, but they are
poorly suited for practical application outside of
research labs or clinical settings because of dif-
ficulties in establishing long-lived, robust elec-
trical contacts that do not irritate the skin and in
achieving integrated systems with overall sizes,
weights, and shapes that do not cause discom-
fort during prolonged use (8, 9). We introduce a
different approach, in which the electrodes, elec-
tronics, sensors, power supply, and communi-
cation components are configured together into
ultrathin, low-modulus, lightweight, stretchable

“skin-like” membranes that conformally lam-
inate onto the surface of the skin by soft contact,
in a manner that is mechanically invisible to the
user, much like a temporary transfer tattoo.

Materials, mechanics, and design strategies.
A demonstrative platform is shown in Fig. 1,
integrating a collection of multifunctional sen-
sors (such as temperature, strain, and electro-
physiological), microscale light-emitting diodes
(LEDs), active/passive circuit elements (such as
transistors, diodes, and resistors), wireless power
coils, and devices for radio frequency (RF) com-
munications (such as high-frequency inductors,
capacitors, oscillators, and antennae), all integrated
on the surface of a thin (~30 mm), gas-permeable
elastomeric sheet based on a modified polyester
(BASF, Ludwigshafen, Germany) with low Young’s
modulus (~60 kPa) (fig. S1A). The devices and
interconnects exploit ultrathin layouts (<7 mm),
neutral mechanical plane configurations, and op-
timized geometrical designs. The active elements
use established electronic materials, such as sil-
icon and gallium arsenide, in the form of fila-
mentary serpentine nanoribbons and micro- and
nanomembranes. The result is a high-performance
system that offers reversible, elastic responses to
large strain deformations with effective moduli
(<150 kPa), bending stiffnesses (<1 nN m), and
areal mass densities (<3.8 mg/cm2) that are or-
ders of magnitude smaller than those possible
with conventional electronics or even with re-
cently explored flexible/stretchable device tech-
nologies (10–19). Water-soluble polymer sheets
[polyvinyl alcohol (PVA) (Aicello, Toyohashi,
Japan); Young’s modulus, ~1.9 GPa; thickness,
~50 mm (fig. S1B)] serve as temporary supports
for manual mounting of these systems on the
skin in an overall construct that is directly anal-
ogous to that of a temporary transfer tattoo. The
image in Fig. 1B, top, is of a device similar to the
one in Fig. 1A, after mounting it onto the skin
by washing away the PVA and then partially

peeling the device back with a pair of tweezers.
When completely removed, the system collapses
on itself because of its extreme deformability
and skin-like physical properties, as shown in
Fig. 1B, bottom (movie S1). The schematic illus-
tration in the inset shows an approximate cross-
sectional layout.

These mechanical characteristics lead to ro-
bust adhesion to the skin via van der Waals
forces alone, without any mechanical fixturing
hardware or adhesive tapes. The devices im-
pose negligible mechanical or mass loading (typ-
ical total mass of ~0.09 g), as is evident from
the images of Fig. 1C, which show the skin de-
forming freely and reversibly, without any ap-
parent constraints in motion due to the devices.
Electronics in this form can even be integrated
directly with commercial temporary transfer tat-
toos as a substrate alternative to polyester or
PVA. The result, shown in Fig. 1D, is of possible
interest as a way to conceal the active compo-
nents and to exploit low-cost materials (the sub-
strate, adhesives, and backing layers) already
developed for temporary transfer tattoos (movie
S1). Potential uses include physiological sta-
tus monitoring, wound measurement/treatment,
biological/chemical sensing, human-machine in-
terfaces, covert communications, and others.

Understanding the mechanics of this kind of
device, the mechanophysiology of the skin, and
the behavior of the coupled abiotic-biotic system
are all important. For present purposes, the skin
can be approximated as a bilayer, consisting of
the epidermis (modulus, 140 to 600 kPa; thick-
ness, 0.05 to 1.5 mm) and the dermis (modulus,
2 to 80 kPa; thickness, 0.3 to 3 mm) (20–23).
This bilayer exhibits linear elastic response to
tensile strains ≲15%, which transitions to non-
linear behavior at higher strains, with adverse,
irreversible effects beyond 30% (24). The sur-
face of the skin has wrinkles, creases, and pits
with amplitudes and feature sizes of 15 to 100 mm
(25) and 40 to 1000 mm (26), respectively. The
devices described here (Fig. 1) have moduli, thick-
nesses, and other physical properties that are well
matched to the epidermis, with the ability to
conform to the relief on its surface. We therefore
refer to this class of technology as an “epidermal
electronic system” (EES).

Macroscopically, an EES on skin can be
treated as a thin film on an epidermis–dermis
bilayer substrate. Microscopically, the sizes of the
individual electronic components and intercon-
nects are comparable with those of relief features
on the skin and therefore must be considered
explicitly. We began by considering aspects of
adhesion, in the macroscopic limit. Globally, de-
tachment can occur in either tension or compres-
sion because of interfacial cracks that initiate at
the edges or the central regions of the EES, re-
spectively. Low effective moduli and small thick-
nesses minimize the deformation-induced stored
elastic energy that drives both of these failure
modes. Analytical calculation (27) shows that
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bending stiffnesses, and areal mass densities matched to the epidermis. Unlike traditional
wafer-based technologies, laminating such devices onto the skin leads to conformal contact and
adequate adhesion based on van der Waals interactions alone, in a manner that is mechanically
invisible to the user. We describe systems incorporating electrophysiological, temperature, and
strain sensors, as well as transistors, light-emitting diodes, photodetectors, radio frequency
inductors, capacitors, oscillators, and rectifying diodes. Solar cells and wireless coils provide
options for power supply. We used this type of technology to measure electrical activity produced
by the heart, brain, and skeletal muscles and show that the resulting data contain sufficient
information for an unusual type of computer game controller.

Physiological measurement and stimula-
tion techniques that exploit interfaces to
the skin have been of interest for more

than 80 years, beginning in 1929 with electro-
encephalography from the scalp (1–3). Nearly
all associated device technologies continue, how-
ever, to rely on conceptually old designs. Typical-
ly, small numbers of bulk electrodes are mounted
on the skin via adhesive tapes, mechanical clamps
or straps, or penetrating needles, often medi-
ated by conductive gels, with terminal connec-
tions to separate boxes that house collections of
rigid circuit boards, power supplies, and com-
munication components (4–9). These systems
have many important capabilities, but they are
poorly suited for practical application outside of
research labs or clinical settings because of dif-
ficulties in establishing long-lived, robust elec-
trical contacts that do not irritate the skin and in
achieving integrated systems with overall sizes,
weights, and shapes that do not cause discom-
fort during prolonged use (8, 9). We introduce a
different approach, in which the electrodes, elec-
tronics, sensors, power supply, and communi-
cation components are configured together into
ultrathin, low-modulus, lightweight, stretchable

“skin-like” membranes that conformally lam-
inate onto the surface of the skin by soft contact,
in a manner that is mechanically invisible to the
user, much like a temporary transfer tattoo.

Materials, mechanics, and design strategies.
A demonstrative platform is shown in Fig. 1,
integrating a collection of multifunctional sen-
sors (such as temperature, strain, and electro-
physiological), microscale light-emitting diodes
(LEDs), active/passive circuit elements (such as
transistors, diodes, and resistors), wireless power
coils, and devices for radio frequency (RF) com-
munications (such as high-frequency inductors,
capacitors, oscillators, and antennae), all integrated
on the surface of a thin (~30 mm), gas-permeable
elastomeric sheet based on a modified polyester
(BASF, Ludwigshafen, Germany) with low Young’s
modulus (~60 kPa) (fig. S1A). The devices and
interconnects exploit ultrathin layouts (<7 mm),
neutral mechanical plane configurations, and op-
timized geometrical designs. The active elements
use established electronic materials, such as sil-
icon and gallium arsenide, in the form of fila-
mentary serpentine nanoribbons and micro- and
nanomembranes. The result is a high-performance
system that offers reversible, elastic responses to
large strain deformations with effective moduli
(<150 kPa), bending stiffnesses (<1 nN m), and
areal mass densities (<3.8 mg/cm2) that are or-
ders of magnitude smaller than those possible
with conventional electronics or even with re-
cently explored flexible/stretchable device tech-
nologies (10–19). Water-soluble polymer sheets
[polyvinyl alcohol (PVA) (Aicello, Toyohashi,
Japan); Young’s modulus, ~1.9 GPa; thickness,
~50 mm (fig. S1B)] serve as temporary supports
for manual mounting of these systems on the
skin in an overall construct that is directly anal-
ogous to that of a temporary transfer tattoo. The
image in Fig. 1B, top, is of a device similar to the
one in Fig. 1A, after mounting it onto the skin
by washing away the PVA and then partially

peeling the device back with a pair of tweezers.
When completely removed, the system collapses
on itself because of its extreme deformability
and skin-like physical properties, as shown in
Fig. 1B, bottom (movie S1). The schematic illus-
tration in the inset shows an approximate cross-
sectional layout.

These mechanical characteristics lead to ro-
bust adhesion to the skin via van der Waals
forces alone, without any mechanical fixturing
hardware or adhesive tapes. The devices im-
pose negligible mechanical or mass loading (typ-
ical total mass of ~0.09 g), as is evident from
the images of Fig. 1C, which show the skin de-
forming freely and reversibly, without any ap-
parent constraints in motion due to the devices.
Electronics in this form can even be integrated
directly with commercial temporary transfer tat-
toos as a substrate alternative to polyester or
PVA. The result, shown in Fig. 1D, is of possible
interest as a way to conceal the active compo-
nents and to exploit low-cost materials (the sub-
strate, adhesives, and backing layers) already
developed for temporary transfer tattoos (movie
S1). Potential uses include physiological sta-
tus monitoring, wound measurement/treatment,
biological/chemical sensing, human-machine in-
terfaces, covert communications, and others.

Understanding the mechanics of this kind of
device, the mechanophysiology of the skin, and
the behavior of the coupled abiotic-biotic system
are all important. For present purposes, the skin
can be approximated as a bilayer, consisting of
the epidermis (modulus, 140 to 600 kPa; thick-
ness, 0.05 to 1.5 mm) and the dermis (modulus,
2 to 80 kPa; thickness, 0.3 to 3 mm) (20–23).
This bilayer exhibits linear elastic response to
tensile strains ≲15%, which transitions to non-
linear behavior at higher strains, with adverse,
irreversible effects beyond 30% (24). The sur-
face of the skin has wrinkles, creases, and pits
with amplitudes and feature sizes of 15 to 100 mm
(25) and 40 to 1000 mm (26), respectively. The
devices described here (Fig. 1) have moduli, thick-
nesses, and other physical properties that are well
matched to the epidermis, with the ability to
conform to the relief on its surface. We therefore
refer to this class of technology as an “epidermal
electronic system” (EES).

Macroscopically, an EES on skin can be
treated as a thin film on an epidermis–dermis
bilayer substrate. Microscopically, the sizes of the
individual electronic components and intercon-
nects are comparable with those of relief features
on the skin and therefore must be considered
explicitly. We began by considering aspects of
adhesion, in the macroscopic limit. Globally, de-
tachment can occur in either tension or compres-
sion because of interfacial cracks that initiate at
the edges or the central regions of the EES, re-
spectively. Low effective moduli and small thick-
nesses minimize the deformation-induced stored
elastic energy that drives both of these failure
modes. Analytical calculation (27) shows that
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compared with silicon chips (thickness of ~1 mm)
and sheets of polyimide (thickness of ~75 mm), the
driving forces for delamination of the EES/skin
interface are reduced by more than seven and
four orders of magnitude, respectively. Measure-
ments and theoretical calculations (27) shown in
Fig. 2A explore the relevant scaling behaviors in
structures that provide simplified, macroscopic
models of EES/skin. The experiments use sheets
of polyester (~2 mm thick) for the skin and films
of poly(dimethylsiloxane) (PDMS) (Dow Corning,
Midland, USA) for the EES. The critical delam-
ination strain is plotted in Fig. 2A as a function
of PDMS thickness for two different formula-
tions: one with a modulus of 19 kPa (50:1) and

the other 145 kPa (30:1) (fig. S1C). The results,
both theory and experiment, confirm that reduc-
ing the modulus and thickness lowers the driv-
ing forces for interface delamination for a given
applied strain (bending or stretching) without
lower bound.

The mechanical properties of the EES de-
pend on the effective modulus and thickness of
both the circuits and sensors and the substrate.
In samples such as those in Fig. 1, the properties
of the active components and interconnects can
dominate the mechanics of the overall system.
The in-plane layouts and materials of this layer
are therefore key design parameters. Recent work
in stretchable electronics establishes that the

overall range of deformability can be optimized
in systems composed of active devices joined
together in open-mesh structures by non-coplanar
interconnects in neutral mechanical plane con-
figurations, in which elastomers with relative-
ly large moduli (2 to 10 MPa) and thicknesses
(millimeters to centimeters) serve as substrates
(13, 14). For EES, the effective modulus (EEES)
and bending stiffness (EIEES), rather than the
range of stretchability, are paramount. These re-
quirements demand alternative designs and choices
of materials. If we assume that the effective
moduli of the individual devices (for example,
Young’s modulus ~160 GPa for Si and ~90 GPa
for GaAs) are much higher than those of the

Fig. 1. (A) Image of a demonstration platform for multifunctional elec-
tronics with physical properties matched to the epidermis. Mounting this
device on a sacrificial, water-soluble film of PVA, placing the entire structure
against the skin, with electronics facing down, and then dissolving the PVA
leaves the device conformally attached to the skin through van der Waals
forces alone, in a format that imposes negligible mass or mechanical loading
effects on the skin. (B) EES partially (top) and fully (bottom) peeled away
from the skin. (Inset) A representative cross-sectional illustration of the struc-

ture, with the neutral mechanical plane (NMP) defined by a red dashed line.
(C) Multifunctional EES on skin: undeformed (left), compressed (middle), and
stretched (right). (D) A commercial temporary transfer tattoo provides an
alternative to polyester/PVA for the substrate; in this case, the system in-
cludes an adhesive to improve bonding to the skin. Images are of the back-
side of a tattoo (far left), electronics integrated onto this surface (middle left),
and attached to skin with electronics facing down in undeformed (middle
right) and compressed (far right) states.
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Epidermal Electronics
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We report classes of electronic systems that achieve thicknesses, effective elastic moduli,
bending stiffnesses, and areal mass densities matched to the epidermis. Unlike traditional
wafer-based technologies, laminating such devices onto the skin leads to conformal contact and
adequate adhesion based on van der Waals interactions alone, in a manner that is mechanically
invisible to the user. We describe systems incorporating electrophysiological, temperature, and
strain sensors, as well as transistors, light-emitting diodes, photodetectors, radio frequency
inductors, capacitors, oscillators, and rectifying diodes. Solar cells and wireless coils provide
options for power supply. We used this type of technology to measure electrical activity produced
by the heart, brain, and skeletal muscles and show that the resulting data contain sufficient
information for an unusual type of computer game controller.

Physiological measurement and stimula-
tion techniques that exploit interfaces to
the skin have been of interest for more

than 80 years, beginning in 1929 with electro-
encephalography from the scalp (1–3). Nearly
all associated device technologies continue, how-
ever, to rely on conceptually old designs. Typical-
ly, small numbers of bulk electrodes are mounted
on the skin via adhesive tapes, mechanical clamps
or straps, or penetrating needles, often medi-
ated by conductive gels, with terminal connec-
tions to separate boxes that house collections of
rigid circuit boards, power supplies, and com-
munication components (4–9). These systems
have many important capabilities, but they are
poorly suited for practical application outside of
research labs or clinical settings because of dif-
ficulties in establishing long-lived, robust elec-
trical contacts that do not irritate the skin and in
achieving integrated systems with overall sizes,
weights, and shapes that do not cause discom-
fort during prolonged use (8, 9). We introduce a
different approach, in which the electrodes, elec-
tronics, sensors, power supply, and communi-
cation components are configured together into
ultrathin, low-modulus, lightweight, stretchable

“skin-like” membranes that conformally lam-
inate onto the surface of the skin by soft contact,
in a manner that is mechanically invisible to the
user, much like a temporary transfer tattoo.

Materials, mechanics, and design strategies.
A demonstrative platform is shown in Fig. 1,
integrating a collection of multifunctional sen-
sors (such as temperature, strain, and electro-
physiological), microscale light-emitting diodes
(LEDs), active/passive circuit elements (such as
transistors, diodes, and resistors), wireless power
coils, and devices for radio frequency (RF) com-
munications (such as high-frequency inductors,
capacitors, oscillators, and antennae), all integrated
on the surface of a thin (~30 mm), gas-permeable
elastomeric sheet based on a modified polyester
(BASF, Ludwigshafen, Germany) with low Young’s
modulus (~60 kPa) (fig. S1A). The devices and
interconnects exploit ultrathin layouts (<7 mm),
neutral mechanical plane configurations, and op-
timized geometrical designs. The active elements
use established electronic materials, such as sil-
icon and gallium arsenide, in the form of fila-
mentary serpentine nanoribbons and micro- and
nanomembranes. The result is a high-performance
system that offers reversible, elastic responses to
large strain deformations with effective moduli
(<150 kPa), bending stiffnesses (<1 nN m), and
areal mass densities (<3.8 mg/cm2) that are or-
ders of magnitude smaller than those possible
with conventional electronics or even with re-
cently explored flexible/stretchable device tech-
nologies (10–19). Water-soluble polymer sheets
[polyvinyl alcohol (PVA) (Aicello, Toyohashi,
Japan); Young’s modulus, ~1.9 GPa; thickness,
~50 mm (fig. S1B)] serve as temporary supports
for manual mounting of these systems on the
skin in an overall construct that is directly anal-
ogous to that of a temporary transfer tattoo. The
image in Fig. 1B, top, is of a device similar to the
one in Fig. 1A, after mounting it onto the skin
by washing away the PVA and then partially

peeling the device back with a pair of tweezers.
When completely removed, the system collapses
on itself because of its extreme deformability
and skin-like physical properties, as shown in
Fig. 1B, bottom (movie S1). The schematic illus-
tration in the inset shows an approximate cross-
sectional layout.

These mechanical characteristics lead to ro-
bust adhesion to the skin via van der Waals
forces alone, without any mechanical fixturing
hardware or adhesive tapes. The devices im-
pose negligible mechanical or mass loading (typ-
ical total mass of ~0.09 g), as is evident from
the images of Fig. 1C, which show the skin de-
forming freely and reversibly, without any ap-
parent constraints in motion due to the devices.
Electronics in this form can even be integrated
directly with commercial temporary transfer tat-
toos as a substrate alternative to polyester or
PVA. The result, shown in Fig. 1D, is of possible
interest as a way to conceal the active compo-
nents and to exploit low-cost materials (the sub-
strate, adhesives, and backing layers) already
developed for temporary transfer tattoos (movie
S1). Potential uses include physiological sta-
tus monitoring, wound measurement/treatment,
biological/chemical sensing, human-machine in-
terfaces, covert communications, and others.

Understanding the mechanics of this kind of
device, the mechanophysiology of the skin, and
the behavior of the coupled abiotic-biotic system
are all important. For present purposes, the skin
can be approximated as a bilayer, consisting of
the epidermis (modulus, 140 to 600 kPa; thick-
ness, 0.05 to 1.5 mm) and the dermis (modulus,
2 to 80 kPa; thickness, 0.3 to 3 mm) (20–23).
This bilayer exhibits linear elastic response to
tensile strains ≲15%, which transitions to non-
linear behavior at higher strains, with adverse,
irreversible effects beyond 30% (24). The sur-
face of the skin has wrinkles, creases, and pits
with amplitudes and feature sizes of 15 to 100 mm
(25) and 40 to 1000 mm (26), respectively. The
devices described here (Fig. 1) have moduli, thick-
nesses, and other physical properties that are well
matched to the epidermis, with the ability to
conform to the relief on its surface. We therefore
refer to this class of technology as an “epidermal
electronic system” (EES).

Macroscopically, an EES on skin can be
treated as a thin film on an epidermis–dermis
bilayer substrate. Microscopically, the sizes of the
individual electronic components and intercon-
nects are comparable with those of relief features
on the skin and therefore must be considered
explicitly. We began by considering aspects of
adhesion, in the macroscopic limit. Globally, de-
tachment can occur in either tension or compres-
sion because of interfacial cracks that initiate at
the edges or the central regions of the EES, re-
spectively. Low effective moduli and small thick-
nesses minimize the deformation-induced stored
elastic energy that drives both of these failure
modes. Analytical calculation (27) shows that
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interconnects and that the interconnected device
components (rather than the substrate) dominate
the mechanics, then we can write the approxi-
mate expression EEES = Eint(1 + Ld/Ls), where
Eint is the effective modulus of the intercon-
nects, Ld is the characteristic device size, and Ls
is the distance between devices, as illustrated in
fig. S1D. The value of EEES can be minimized
by reducing Eint and Ld/Ls. For the former, thin
narrow interconnect lines formed into large-
amplitude “filamentary serpentine” (FS) shapes
represent effective designs. For the latter, ultrathin
active devices that adopt similar FS layouts and
continuously integrate with FS interconnects
reduce the effective value of Ld to zero. The
value of EIEES decreases rapidly with the thick-
nesses of the devices, interconnects, and sub-
strate. An ultrathin FS construct is shown in Fig.
2B, left, with a cross-sectional schematic illus-
tration as an inset. Results of tensile testing

(Fig. 2B, right) indicate that such FS-EES sam-
ples (Fig. 2B, left) achieve EEES (~140 kPa) and
EIEES (~0.3 nNm) (27) that are comparable with
the epidermis and more than one and five orders
of magnitude smaller than previously reported
stretchable electronic devices, respectively (28).
Furthermore, highly repeatable loading and un-
loading stress-strain curves up to strains of 30%
demonstrate purely elastic responses, with max-
imum principal strains in the metals that are less
than ~0.2% (fig. S1E). Calculations yield effec-
tive tensile moduli (Fig. 2B, right), with excellent
correspondence to experiment. Such FS layouts
can maintain nearly 20% areal contact of active
elements with the skin, for effective electrical in-
terfaces. In certain applications, layouts that in-
volve some combination of FS geometries and
device islands (Ld not equal to zero) connected
by FS interconnects (Fig. 1 and fig. S1F) can be
used, with expected consequences on the local

mechanics (fig. S1G). In both options, suitable
designs lead to mechanical and adhesive prop-
erties that allow conformal adhesion to the skin
and minimal loading effects (Fig. 2C). Without
optimized layouts, we observed delamination un-
der similar conditions of deformation (fig. S1H),
which is consistent with the fracture modes il-
lustrated in Fig. 2A.

For many uses of EES, physical coupling of
devices to the surface of the skin is important.
Confocal micrographs of EES mounted on pig
skin appear in Fig. 2, D and E, as well as fig. S2C
[dye information and bare pig skin confocal mi-
crographs are shown in fig. S2, A and B, respec-
tively; sample preparation and imaging procedures
can be found in (27)]. With FS structures, the
results show remarkably conformal contact, not
only at the polyester regions of the EES but also
at the FS elements (Fig. 2, D and E). Similar
behavior was obtained, but in a less ideal

Fig. 2. (A) Plots of critical tensile (left) and compressive (right) strains
for delamination of a test structure consisting of films of PDMS on
substrates of polyester, designed to model the EES/skin system. Data for
formulations of PDMS with two different moduli are shown (red, 19 kPa;

blue, 145 kPa). The critical strains increase as the PDMS thickness and modulus decrease, which is consistent with modeling results (lines). (B) Optical
micrograph of an EES with FS design (left). The plot (right) shows the stress-strain data from uniaxial tensile measurements for two orthogonal directions.
Data collected from a sample of pig skin are also presented. The dotted lines correspond to calculations performed with finite element modeling. (C) Skin of
the forehead before (top left) and after the mounting of a representative FS-EES, at various magnifications and states of deformation. The dashed blue boxes
at right highlight the outer boundary of the device. The red arrows indicate the direction of compressive strains generated by a contraction of facial muscles.
The red dashed box at the top right corresponds to the field of view of the image in the bottom left. (D) Confocal microscope image (top view) at the vicinity
of the contacting interface between an FS-EES laminated on a sample of pig skin. The FS structure and the skin are dyed with red and blue fluorophores,
respectively. (E) Cross-sectional confocal images at locations corresponding to the numbered, white dashed lines shown in the top-view frame above.
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interconnects and that the interconnected device
components (rather than the substrate) dominate
the mechanics, then we can write the approxi-
mate expression EEES = Eint(1 + Ld/Ls), where
Eint is the effective modulus of the intercon-
nects, Ld is the characteristic device size, and Ls
is the distance between devices, as illustrated in
fig. S1D. The value of EEES can be minimized
by reducing Eint and Ld/Ls. For the former, thin
narrow interconnect lines formed into large-
amplitude “filamentary serpentine” (FS) shapes
represent effective designs. For the latter, ultrathin
active devices that adopt similar FS layouts and
continuously integrate with FS interconnects
reduce the effective value of Ld to zero. The
value of EIEES decreases rapidly with the thick-
nesses of the devices, interconnects, and sub-
strate. An ultrathin FS construct is shown in Fig.
2B, left, with a cross-sectional schematic illus-
tration as an inset. Results of tensile testing

(Fig. 2B, right) indicate that such FS-EES sam-
ples (Fig. 2B, left) achieve EEES (~140 kPa) and
EIEES (~0.3 nNm) (27) that are comparable with
the epidermis and more than one and five orders
of magnitude smaller than previously reported
stretchable electronic devices, respectively (28).
Furthermore, highly repeatable loading and un-
loading stress-strain curves up to strains of 30%
demonstrate purely elastic responses, with max-
imum principal strains in the metals that are less
than ~0.2% (fig. S1E). Calculations yield effec-
tive tensile moduli (Fig. 2B, right), with excellent
correspondence to experiment. Such FS layouts
can maintain nearly 20% areal contact of active
elements with the skin, for effective electrical in-
terfaces. In certain applications, layouts that in-
volve some combination of FS geometries and
device islands (Ld not equal to zero) connected
by FS interconnects (Fig. 1 and fig. S1F) can be
used, with expected consequences on the local

mechanics (fig. S1G). In both options, suitable
designs lead to mechanical and adhesive prop-
erties that allow conformal adhesion to the skin
and minimal loading effects (Fig. 2C). Without
optimized layouts, we observed delamination un-
der similar conditions of deformation (fig. S1H),
which is consistent with the fracture modes il-
lustrated in Fig. 2A.

For many uses of EES, physical coupling of
devices to the surface of the skin is important.
Confocal micrographs of EES mounted on pig
skin appear in Fig. 2, D and E, as well as fig. S2C
[dye information and bare pig skin confocal mi-
crographs are shown in fig. S2, A and B, respec-
tively; sample preparation and imaging procedures
can be found in (27)]. With FS structures, the
results show remarkably conformal contact, not
only at the polyester regions of the EES but also
at the FS elements (Fig. 2, D and E). Similar
behavior was obtained, but in a less ideal

Fig. 2. (A) Plots of critical tensile (left) and compressive (right) strains
for delamination of a test structure consisting of films of PDMS on
substrates of polyester, designed to model the EES/skin system. Data for
formulations of PDMS with two different moduli are shown (red, 19 kPa;

blue, 145 kPa). The critical strains increase as the PDMS thickness and modulus decrease, which is consistent with modeling results (lines). (B) Optical
micrograph of an EES with FS design (left). The plot (right) shows the stress-strain data from uniaxial tensile measurements for two orthogonal directions.
Data collected from a sample of pig skin are also presented. The dotted lines correspond to calculations performed with finite element modeling. (C) Skin of
the forehead before (top left) and after the mounting of a representative FS-EES, at various magnifications and states of deformation. The dashed blue boxes
at right highlight the outer boundary of the device. The red arrows indicate the direction of compressive strains generated by a contraction of facial muscles.
The red dashed box at the top right corresponds to the field of view of the image in the bottom left. (D) Confocal microscope image (top view) at the vicinity
of the contacting interface between an FS-EES laminated on a sample of pig skin. The FS structure and the skin are dyed with red and blue fluorophores,
respectively. (E) Cross-sectional confocal images at locations corresponding to the numbered, white dashed lines shown in the top-view frame above.
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fashion (fig. S2C), with layouts that incorporate
device islands. These observations are consistent
with analytical mechanics treatments that use
macroscopic models of the EES and account for
microscopic structures on the skin (27). Related
calculations suggest that spontaneous pressures
created by surface interactions are ~10 kPa (fig.
S10B), which is below the sensitivity of human
skin (~20 kPa) (29) but still sufficient to offer
reasonable adhesion. Microscopic models indi-
cate that these interactions generate compressive
forces (per unit length) of ~–0.1 N/m for each
FS strip (27). Improved bonding can be achieved
by using adhesives that are built into platforms
for temporary transfer tattoos, as in Fig. 1D.

Multifunctional operation.A key capability of
EES is in monitoring electrophysiological (EP)
processes related to activity of the brain [electroen-
cephalograms (EEGs)], the heart [electrocardio-
grams (ECGs)] and muscle tissue [electromyograms
(EMGs)]. Amplified sensor electrodes that in-
corporate silicon metal oxide semiconductor field
effect transistors (MOSFETs) in circuits in which
all components adopt FS designs provide de-
vices for this purpose. Here, the gate of a FS-
MOSFET connects to an extended FS electrode
for efficient coupling to the body potential (Fig.

3A; the inset shows an analogous design based
on a rectangular device island and FS intercon-
nects) via contact with the skin in a common-
source amplifier configuration (Fig. 3B, left). The
measured frequency response at different input
capacitances (CIN) is indicated in Fig. 3B, right,
and is in quantitative agreement with circuit sim-
ulations (fig. S3, A and B). The value of CIN is
determined by a series combination of capaci-
tances of the gate electrode, the encapsulating
PI, and junction between the gate electrode and
the body surface. The bandwidth matches re-
quirements for high-performance EP recording.
A typical layout for this purpose includes four am-
plified channels, each comprising a FS-MOSFET,
a silicon-based FS resistor, and an FS electrode.
One channel provides a reference, whereas the
others serve as sites for measurement. Results of
demonstration experiments appear subsequently.

Many other classes of semiconductor devices
and sensors are also possible in EES, including
resistance-based temperature sensors built with
meander electrodes of Pt (Fig. 3C, left, and fig.
S3C), in-plane strain gauges based on carbon-
black-doped silicones (Fig. 3C, right, and fig.
S3D), LEDs and photodetectors based on
AlInGaP (for possible use in optical characteri-

zation of the skin/biofluids) (Fig. 3D, left, and
fig. S3, E to G), and silicon FS photovoltaic cells
(Fig. 3D, right). Such cells can generate a few tens
of microwatts (fig. S3H); increasing the areas or
areal coverages can improve the output, but not
without compromises in size and mechanics. Wire-
less powering via inductive effects represents an
appealing alternative. An example of an FS induc-
tive coil connected to a microscale InGaN LED
is shown in Fig. 3E, with electromagnetic model-
ing of its RF response. The resonance frequency
(~35 MHz) matches that of a separately located
transmission coil powered by an external supply.
Voltage and current outputs in the receiver are suf-
ficient to operate the microscale LEDs remotely,
as shown in Fig. 3E. Such coils provide power
directly in this example; they can also conceivably
be configured to charge future classes of EES-
integrated storage capacitors or batteries.

Examples of various RF components of the
type needed for wireless communications or for
scavenging RF energy are presented in Fig. 3, F
and G. Shown in Fig. 3F is an optical image of
silicon PIN diode (left) and its small-signal scat-
tering parameters (fig. S3K), indicating insertion
loss (S21 in forward condition) of <6 dB and
isolation (S21 in reverse condition) of >15 dB

Fig. 3. (A) Optical micrographs of an active electrophysiological (EP) sensor
with local amplification, as part of an FS-EES. (Left) The source, drain, and gate
of a silicon MOSFET and a silicon feedback resistor before connection to sensor
electrodes, all in FS layouts. (Inset) Similar device with island design. (Right)
The final device, after metallization for the interconnects and sensor electrodes,
with magnified view (inset). (B) Circuit diagram for the amplified EP sensor
shown above (left). (Right) Measured and simulated frequency response for
different input capacitance (CIN =∞, 1mF, 220pF). (C) Optical micrograph of a
temperature sensor that uses a platinum resistor with FS interconnects (left)

and a strain gauge that uses electrically conductive silicone (CPDMS; right). (D)
Image of an array of microscale AlInGaP LEDs and photodetectors, in an in-
terconnected array integrated on skin, under compressive deformation (left)
and of a FS silicon solar cell (right). (E) Image of a FS wireless coil connected to
a microscale InGaN LED, powered by inductive coupling to a separate trans-
mission coil (not in the field of view). (F) Optical micrograph of a silicon RF
diode. (G) Optical micrograph of an interconnected pair of FS inductors and
capacitors designed for RF operation (left). The graph at right shows resonant
frequencies for LC oscillators built with different FS capacitors.
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Electrophysiological recordings



for frequencies of up to 2 GHz. Examples of
FS inductors and capacitors and their RF re-
sponses appear in Fig. 3G and fig. S3L. Con-
necting pairs of such devices yields oscillators
with expected resonant frequencies (Fig. 3G,
right). A notable behavior is that the response
varies with the state of deformation because
of the dependence of the RF inductance on geo-
metry. For example, at tensile strains of ~12%
the resonance frequency shifts by ~30% (fig. S3,
I and J). Such effects, which also appear in the
wireless power coils but not in the other devices
of Fig. 3, will influence the behavior of antenna
structures and certain related RF components.
These issues must be considered explicitly in
EES design and modes of operation.

Systems for electrophysiological recording.
EES configured for measuring ECG, EMG, and
EEG in conformal, skin-mounted modes with-
out conductive gels or penetrating needles pro-
vide important, system-level demonstrations (fig.
S4A and movie S2) (27). All materials that
come into direct contact with the skin (Au, PI,
and polyester) are biocompatible (30, 31). Mea-
surements involved continuous use for as many
as 6 hours. Devices worn for up to 24 hours or
more on the arm, neck, forehead, cheek, and chin
showed no degradation or irritation to the skin
(figs. S14 and S15). Devices mounted in chal-
lenging areas such as the elbow fractured and/or
debonded under full-range motion (fig. S16).
ECG recordings from the chest (27) revealed

high-quality signals with information on all
phases of the heartbeat, including rapid depo-
larization of the cardiac wave, and the asso-
ciated QRS complex (Fig. 4A, right) (32). EMG
measured on the leg (27) with muscle contrac-
tions to simulate walking and resting are pre-
sented in Fig. 4B, left. The measurements agree
remarkably well with signals simultaneously
collected using commercial, bulk tin electrodes
that require conductive gels, mounted with tapes
at the same location (Fig. 4B, right, and fig.
S4B, right). An alternative way to view the data
(spectrogram) is shown in Fig. 4C, in which the
spectral content appears in a color contour plot
with frequency and time along the y and x axes,
respectively. Each muscle contraction corresponds

Fig. 4. (A) ECG signals measured with an active EES attached to the chest
(left), and magnified view of data corresponding to a single heartbeat (right).
(B) (Left) EMG measurements using an active EES, mounted on the right leg
during simulated walking (from 0 to 10 s) and standing (from 10 to 20 s).
(Right) Recordings collected with conventional sensors and conductive gel. (C)
Spectrogram of the data in (B) for corresponding electrode type. (D) EMG
spectrograms measured using an active EES mounted on the neck during
vocalization of four different words: “up,” “down,” “left,” and “right.” (E)

Simulated video game control by pattern recognition on EMG data from (D).
The player icon is moved from an initial position (red) to destination (green).
(F) (Left) Discrete Fourier transform (DFT) coefficients of EEG alpha rhythms at
~10 Hz (27), measured with a passive EES. (Center) The spectrogram of the
alpha rhythm. The first and next 10 s correspond to periods when the eyes
were closed and open, respectively. The responses at ~10 and ~14 s
correspond to eye opening and blinking, respectively. (Right) Demonstration
of Stroop effects in EEG measured with a passive EES.
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Demos

compared with silicon chips (thickness of ~1 mm)
and sheets of polyimide (thickness of ~75 mm), the
driving forces for delamination of the EES/skin
interface are reduced by more than seven and
four orders of magnitude, respectively. Measure-
ments and theoretical calculations (27) shown in
Fig. 2A explore the relevant scaling behaviors in
structures that provide simplified, macroscopic
models of EES/skin. The experiments use sheets
of polyester (~2 mm thick) for the skin and films
of poly(dimethylsiloxane) (PDMS) (Dow Corning,
Midland, USA) for the EES. The critical delam-
ination strain is plotted in Fig. 2A as a function
of PDMS thickness for two different formula-
tions: one with a modulus of 19 kPa (50:1) and

the other 145 kPa (30:1) (fig. S1C). The results,
both theory and experiment, confirm that reduc-
ing the modulus and thickness lowers the driv-
ing forces for interface delamination for a given
applied strain (bending or stretching) without
lower bound.

The mechanical properties of the EES de-
pend on the effective modulus and thickness of
both the circuits and sensors and the substrate.
In samples such as those in Fig. 1, the properties
of the active components and interconnects can
dominate the mechanics of the overall system.
The in-plane layouts and materials of this layer
are therefore key design parameters. Recent work
in stretchable electronics establishes that the

overall range of deformability can be optimized
in systems composed of active devices joined
together in open-mesh structures by non-coplanar
interconnects in neutral mechanical plane con-
figurations, in which elastomers with relative-
ly large moduli (2 to 10 MPa) and thicknesses
(millimeters to centimeters) serve as substrates
(13, 14). For EES, the effective modulus (EEES)
and bending stiffness (EIEES), rather than the
range of stretchability, are paramount. These re-
quirements demand alternative designs and choices
of materials. If we assume that the effective
moduli of the individual devices (for example,
Young’s modulus ~160 GPa for Si and ~90 GPa
for GaAs) are much higher than those of the

Fig. 1. (A) Image of a demonstration platform for multifunctional elec-
tronics with physical properties matched to the epidermis. Mounting this
device on a sacrificial, water-soluble film of PVA, placing the entire structure
against the skin, with electronics facing down, and then dissolving the PVA
leaves the device conformally attached to the skin through van der Waals
forces alone, in a format that imposes negligible mass or mechanical loading
effects on the skin. (B) EES partially (top) and fully (bottom) peeled away
from the skin. (Inset) A representative cross-sectional illustration of the struc-

ture, with the neutral mechanical plane (NMP) defined by a red dashed line.
(C) Multifunctional EES on skin: undeformed (left), compressed (middle), and
stretched (right). (D) A commercial temporary transfer tattoo provides an
alternative to polyester/PVA for the substrate; in this case, the system in-
cludes an adhesive to improve bonding to the skin. Images are of the back-
side of a tattoo (far left), electronics integrated onto this surface (middle left),
and attached to skin with electronics facing down in undeformed (middle
right) and compressed (far right) states.
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